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Abstract

We are improving one of the available lattice Software packages HiRep by crucially adding GPU acceleration. This
development is accompanied by an overall Software quality improvement in the build system, testing, and documentation,
adding features for both CPUs and GPUs. The software is available under https://github.com/claudiopica/HiRep in
the branch HiRep-CUDA and will soon be merged into master.

Motivation
Exploring physics beyond the standard model is limited by the
computational expense of simulating strongly coupled theories on the
lattice. Using Wilson Fermions constitutes to this day one of the cheapest
options to explore theories with different gauge groups. In particular,
simulation of theories with larger numbers of colors at sufficient precision
requires a large amount of computational resources. We can improve our
possibilities for exploring parameter spaces here by making use of
state-of-the-art NVIDIA GPU accelerators.
1 Features
Linear Algebra Operations
•GPU-accelerated collection of linear algebra operations
•Single and double precision templates
•Reaches peak performance of the GPUs tested (NVIDIA V100, A100)

Wilson-Dirac Operator
•GPU-accelerated operator Dphi
•Single and double precision
•Even-odd preconditioning
•Clover improvement
•Exponential clover improvement, improving inversion performance [5]
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Inverters
Tested and available for GPUs
•CG Multishift
•BiCGstab
•γ5-QMR
•SAP+GCR [8, 7] (in progress)

Other features in progress
•High-quality random number

generation on the GPU with
parameter optimized RANLUX
[6]

•Support for AMD GPUs
•HMC

2 Implementation Details
2.1 GPU Geometry

Optimal memory
access patterns require
to reorder the way we
save our field data

f->ptr +0 +1 +2 +3 …
0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3 …

f->gpu_ptr 0 0 0 0 0 0 0 0 …
2.2 Communications

In strided layout sendbuffers are not coalesced. This required us to
completely rewrite the geometry allocating an additional sendbuffer and
synchronizing from the field before communications.

Old Geometry
Receive Buffers

Boundary
Bulk

Image already used in the HiRep Documentation [3].

New Geometry

MPI

Local lattice PID=0 Local lattice PID=1

•GPU communications have larger message sizes due to larger local lattice
sizes per PU

•Necessary to develop strategies for communication reduction
•Saved factor two in communications by partial application of Dirac

operator before communications

Note that the ideas for the communication reduction by a partial
application of the Dirac operator and the masking mechanism used for the
new geometry are ideas that are reused from OpenQCD, [4].
3 Software Quality
Github CI

•Unit tests for large amout of compilation
variables

•Code coverage reporting with codecov
•Automated documentation generation for

github pages
•Code formatting check

Github pages

•User Manual
•Developer

Handbook
•Doxygen function

reference

Usability

•Simple build setup, helptext with information on all compilation
variables

•Very fast compilation with ninja, independent of gauge group
•Largely self-contained, no dependencies aside from gcc, ninja, CUDA,

MPI, perl
•Automatic consideration of hardware topology using hwloc
•New benchmarking code available

3.1 Benchmarks
Large-Nc Scaling
These Large-Nc tests have been performed on a 324 lattice on a single NVIDIA V100 GPU for different Nc in the fundamental
representation.

• Hopping term kernel execution at larger-Nc

should be compute bound
• Large-Nc behavior is not ideal yet
• This is already a large-Nc-improved

experimental kernel. 800
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• Hopping term
execution time approx.
9% overhead going
from a single GPU to
multiple GPUs

• Multi-GPU software
scales ideally here

These tests have been performed on a 32× 483 local lattice on a single node with up to 4 NVIDIA V100 GPUs connected via
NVLink for Nc = 3 with fermions in the fundamental representation. Compute performance is given everywhere in terms of
double-precision floating point operations.

4 Summary and Outlook
The ported code is performant and scales well. Substantial improvements in overall
software quality have been made. More features are on the way.
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