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PETRAII

¢ <<PETRA NI

s

Parameter PETRAIII
Energy /GeV 6
Circumference /m 2304
Emittance (hor. / vert.) /nm 1.3 / 0.012
Total current / mA 100

Each year, more than
2000 users are
performing
measurements at the
PETRA Il beamlines.

e High brilliance 3rd Generation
Synchrotron Radiation Source.

e Extremely low emittances.

e 25 beamlines.

e Hybrid lattice with FODO and DBA
(Double Bend Achromat) cells.



PETRAIV.

NEW DIMENSIONS

Parameter H6BA
Tunes vy, vy, 135.8, 86.27
Natural chromaticity ¢y, &, -233, -156
Momentum compaction a, 3.310°
U, /MeV 100
Standard ID section /m 4.7-4.9
Hor. Emittance w/o IDs (zero 20
current) /pm
Hor. Emittance with I1Ds 20
(zero current) /pm
Rel. energy spread with 1Ds 0.9103
(zero current)
Beta at ID /m By =22
py =22
RF \oltage 1%, 3"4/MV 8,2.4
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PETRAIV.

NEW DIMENSIONS

Extension
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Injection

Up to 30 undulator insertions (photon beam
can be further split to allow more
experimental stations).

® New high-resolution 3D
X-ray microscope for
chemical and physical
processes.

e Construction within the
existing PETRA ring tunnel.

e Nanometre scale for the
first time.

¢ Ultra low emittances in
the region of 10 pm.

e Each of the eight arcs is
composed of nine hybrid
six-bend achromat (H6BA)
cells.



* The magnetic fields of IDs introduce perturbations to the circulating electron beam Y
and hence affect the linear and nonlinear beam dynamics of the electron beam in
the storage ring.

* Often users adjust the spectrum from undulators by changing undulator gap size.
It’s important to keep the orbit constant during these field changes to not disrupt
other users.

The field integrals determine the primary effect of the
undulator on the electron beam orbit.
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* The NN takes as input a vector containing the ID gap sizes and gives as output
the predicted orbit at the location of each BPM.

Keras

* The different model are trained on 80% of the measurements took in July and

validated vs the remaining 20%
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(2x239=Number of BPMs)

Hyperparmeter sweeps performed with

Weights
& Biases

The models are trained using
the back propagation method
employing the Adam optimizer
for 200 epochs (10-50
minutes).

Why using machine learning on this specific problem?

Because of its flexibility and ability to model also highly
nonlinear processes. Measurements for feed forward
systems are time consuming and need to be updated
regularly.
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Horizontal and vertical orbit were taken varying the gap size in
their operation range for 17 IDs in PETRA 111

2 in-vacuum undulators (limited open gap).
During the movement of each one IDs the
other were kept to the full opening gap (no
impact on the orbit).

The correction coils and FOFB were disabled.

PUO4 is an Apple-Il type undulator, providing
light with different polarizations.
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20 40 60 80 100 120 140
gap [mm]

y[mm]

0.081
0.061
0.04 1
0.021
0.00+

—0.021
—0.041
—0.06

0 50 100 150 200

gap [mm]

—0.08

20 40 60 80 100 120 140
gap [mm]

X[mm]

0.151

0.101

0.051

0.001

—0.05+

—0.10+

50 100 150 200
gap [mm]

10 15 20 25 30 35 40
gap [mm]

y[mm]

Each colour represents a BPM along the ring.

0.02
0.011
0.00+
—0.011

~0.021{ /¥




* Once the orbit is predicted, the strengths of the correctors are computed through SVD of ORM in pyAT.

Before and after correction at gapsizes [217.01116943 217.01011658 217.00135803 217.00357056 147.00045776

147.00045776 217.00073242 217.00267029 39.0015564 99.71317824

217.0027771 217.00248718 217.00067139 217.00100708 217.00914001
217.00582886 217.00012207 39.00143051]
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Activation: tanh

Batch size: 32

Layer size: 256

Vertical

One hidden layer: exploring the impact of

different activation functions and batch size.
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activation batch_size dropout hidden_laye... learning_rate val_loss loss Multiple hidden Iayers: exploring the impact of
tanh . S dropout, batch and layer size and learning rate.

Best result
Activation: relu
Batch size: 200
Dropout: 0.1
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In a RNN the information cycles through a loop. When it makes a
decision, it considers the current input and also what it has learned
from the inputs it received previously.

Best result

Batch size: 128
Layer size: 128
Learning rate: 5x10*4
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A convolution layer systematically apply learned filters to
input in order to extract features.

The kernel is a matrix (in this case 1D) of weights which are
multiplied with the input to extract relevant features.

Best result

Batch size: 32 ]
vertical Filters: 32 E
Layer size: 256 —=> |l =l 1=
Kernel size: 3 N
4 1J u [ a
i |
0 50 100 150 200 12




0.10

0.09 1

0.08 1

)] ]
o 0.07

0.06 1

0.05 1

0.04 -

shallow

deep

I loss
0 best epoch

recurrent convolutional

Model

-120

-180

-160

-140

Epochs

-100

-80

-60

The convolutional and recurrent
structures outperform the fully
connected NN in a reasonable
amount of epochs.

This is due to the format of the
measurements used for training, where the
gap size was recursively increased and
decreased for each undulators. The input
data exhibited a serial structure that is
better modelled by NNs containing
recurrent or convolutional features.

13



Gap [mm]

250

200 _

150 -

s

o

o
I

PUO1a
PUO1b

PUD2Z
PUD3

— PUD4
— PUDB
— PUO7

— PUDB
— PUDS
— PUl0

— PU11
— PU12
— PU13

— PU14
— PUZ21a
— PU21L

Gap variations limited by the orbit interlock system.
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More realistic IDs movement patterns (many closing at
the same time.
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e (Can the NNs make accurate predictions?
17 IDs (vs 20) suffice to train the networks?
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Summary and conclusions

* The varying gap size of the IDs impact the circulating beam dynamics. One major effect is orbit distortions
that need to be compensated.

* Neural networks were trained on PETRA Il measurements to learn the correlation between arbitrary ID
configurations and the orbit.

* Different NN architecture models were tested and compared. The Recurrent and Convolutional NN structure
showed better predictivity.

* Additional measurements taken with multiple IDs closing at the same time.

* Global correction: through the ORM it is possible to compute the kick at the correctors along the ring
necessary to counteract the distortion.

* Local correction: use the trained NN to map the ID movements to the current of the compensation coils at
each end of the undulators (through field integrals)

> Tests of the implementation of the related compensation schemes planned in the future.

* Asimilar approach could also be considered to counteract the perturbation introduced by ID gap variations
to the betatron coupling and the vertical dispersion that could impact the extremely low emittances of
PETRAIV.
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