* Olaf’s use case: Heavy Quark Diffusion (=> publication for PUNCH?), data is published, software is published, workflow (bash/ python) is published
  + SIMULATeQCD publication: optimization of software part of TA3, improve software metadata by learning from WG RSM
  + Measurements of operators and correlation functions: optimization of software needed
  + Data on Bielefeld publication server, connected to DataCite, creates also DOI
  + Make it a Research Product: data in LDG (non-PUNCH resources), medatadata catalogue of data in LDG (PUNCH resource), submit workflow to C4P and S4P, add software metadata (discuss in TA3), link software metadata in DRP metadata (TA4)
  + Q: file systems?
  + Connect PUNCH to HPC? Lattice has strong connections ... E.g. at LRZ very supportive (Joe) if people come with a science case
  + Nicola: seems perfect for testing SciTrace
  + Matthias: benefit for Olaf/ lattice people by moving to PUNCH infrastructure
  + Resources for analysis are already available outside but making “everything” available is interesting, also for smaller groups who do not have the resources, also to get feedback by others improving the code, make it more/ easier reproducible => keep information for future
  + User/ access management needed: yes, during analysis time, later everything will be public
  + Software metadata: seems very community specific => get in touch with TA6.1 and people from OSSR
* Nicola’s use case: Munich cluster successfully integrated in C4P, software package modified in a way to be used with help of Matthias and Alexander; in the next time: submit test job to integrated LMU cluster & test new version of karakal (software package)