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Keeping data has economic consequences

What is the economic value of data? Who pays?

DESY.



Keeping data has economic consequences

What is the economic value of data? Who pays?

E'_L'lk: A.‘:r.’r..'r.t o Intnoporakke R':.r.".ﬂ;k'
9%
/O @J O’oo L

» Academic tradition

» 'Good scientific practice’

« Sometimes mandated by law (USA)?
 Typically archive all ‘raw’ data for 10 years
* Including data known to be ‘dud’

* A ‘nice to have’ or ‘must have’?
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Keeping data has economic consequences

What is the economic value of data? Who pays?

Most samples and experiments
are replaceable at some cost
in time and money
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Keeping data has economic consequences
What is the economic value of data? Who pays?
How much are we willing to spend to retain data?

What data gives best value for money?
What are we keeping it for?

Most samples and experiments
are replaceable at some cost
in time and money
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Keeping data has economic consequences

What is the economic value of data? Who pays?

How much are we willing to spend to retain data?
What data gives best value for money?
What are we keeping it for?

. Most samples and experiments
How much (limited) money do we are replaceable at some cost

spend on old data vs new outcomes? in time and money
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Data production and retention at PETRA-IIl today

A snapshot of the status quo

« Current data retention policy

° Data on dISk fOf' 180 days after measurement PETRA |l Storage Usacge (par Beamline) cn ASAF3
- (was: 180 days after last access) 120P8 g Lo BBy R LB HUR, TR, TR, BN,
_ . Snapshot in April 2023
- All data migrated to tape after 180 days 10.0P8 i
* retention on site (dCache), dual tape copy sopa L
* 4.5 PB ingested to GPFS in past 12 months
« 6 PB/year archived to tape a.0P8
« 12 PB tapes/yr with dual copy (€20K/PB/10YR)
40P
» Usage highly variable between instruments
20P8
» Time to analyse data often limits publication rate . ———
« ~2 years from measurement to publication Janl6 Janl7 Janl8 Janld® Jan20 Jan2l Jan22 Jan23
extemal N pCS pl0 . p24 N
« Hardware typically has a 5 year lifetime C023 mmmm po7 mmmm piig mmmm ped s
« Budget for regular replacement po2.7 m— po7h p21.2 pes m—
pO3 M pCs m— p22 m—— PG5 m——
po4 pao p?3
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Retaining all data for 10 years will soon be unaffordable

Data generation easily exceeds 1PB per day across the facility

Continuing “business as usual” at PETRA-IV will:
» Use over 500PB of disk space to keep data for 180 days, and up to 1EB of tape storage per year
» Cost > €150M for disks, plus > €50M per year for consumables and upkeep
» Consume between 1-2 MW of power and exceed the current data centre space
« Swamp users with complicated data further increasing time on disk and slowing science output
» Performance metric is publications and citations (re-use) not PB on disk
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Data generation easily exceeds 1PB per day across the facility

Continuing “business as usual” at PETRA-IV will:
Use over 500PB of disk space to keep data for 180 days, and up to 1EB of tape storage per year
» Cost > €150M for disks, plus > €50M per year for consumables and upkeep
Consume between 1-2 MW of power and exceed the current data centre space
Swamp users with complicated data further increasing time on disk and slowing science output
» Performance metric is publications and citations (re-use) not PB on disk

Peak facility daily data generation today can easily exceed 1PB per day
« Actual peak data generation from 2021 GPFS usage mapped to new
P-IV instruments

By 2028, detectors will be larger and faster:
« Planned 130 kHz detector with a frame size of 10 MP and
dynamical range of 2 Bytes, would produce 2.5 TB/s
« Some individual instruments will produce >1PB per day
e  Luckily, not at all instruments are data volcanoes
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Retaining all data for 10 years will soon be unaffordable

Data generation easily exceeds 1PB per day across the facility

Continuing “business as usual” at PETRA-IV will:

» Use over 500PB of disk space to keep data for 180 days, and up to 1EB of tape storage per year
» Cost > €150M for disks, plus > €50M per year for consumables and upkeep
» Consume between 1-2 MW of power and exceed the current data centre space
« Swamp users with complicated data further increasing time on disk and slowing science output
» Performance metric is publications and citations (re-use) not PB on disk

Peak facility daily data generation today can easily exceed 1PB per day
« Actual peak data generation from 2021 GPFS usage mapped to new

P-1V instruments

By 2028, detectors will be larger and faster:

e Planned 130 kHz detector with a frame size of 10 MP and

dynamical range of 2 Bytes, would produce 2.5 TB/s

« Some individual instruments will produce >1PB per day

e  Luckily, not at all instruments are data volcanoes
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by equivalent PETRA-III instruments in 2021



Retaining all data for 10 years will soon be unaffordable

Data generation easily exceeds 1PB per day across the facility

Continuing “business as usual” at PETRA-IV will:
» Use over 500PB of disk space to keep data for 180 days, and up to 1EB of tape storage per year
» Cost > €150M for disks, plus > €50M per year for consumables and upkeep
» Consume between 1-2 MW of power and exceed the current data centre space
« Swamp users with complicated data further increasing time on disk and slowing science output
» Performance metric is publications and citations (re-use) not PB on disk

High throughput

. . . . MX .04 014 2.1
Peak facility daily data generation today can easily exceed 1PB per day 360'81 0.4 10.1
« Actual peak data generation from 2021 GPFS usage mapped to new 36'3 High-Energy Scatt.
P-1V instruments R 282,301 2nd Diff. Tomography
By 2028, detectors will be larger and faster:
« Planned 130 kHz detector with a frame size of 10 MP and
dynamical range of 2 Bytes, would produce 2.5 TB/s 282.6 1923
« Some individual instruments will produce >1PB per day Full-Field Imaging High-Energy Mater.
. . for Mater. Sci. Sci. (HEREON)
e  Luckily, not at all instruments are data volcanoes (HEREON) .
629 3.17.4
Reality check: 18.5 3 o
» Some single instruments at ESRF already produce 1 PB per day Xnanoprobes 18,5 2.1
: I1n|3é)/2dZ E*u;<fF|EL (r)]pe;)a_ltlndg ton!y 3; |nstru:nin:sécs)l?ultagegoouoslgélas produced 7 PB in a week (=364 PB/yr) Actual peak TB generated in 24 hours
ay agship big data instruments ays = by equivalent PETRA-III instruments in 2021

DESY. 5



Some thoughts to consider
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» Keeping all detector output is feasible but can get very expensive
* Who pays?
* Who are we keeping it for?
* |s it worth the cost?
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» For what purpose is the data being kept?
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Some thoughts to consider

Keeping all detector output is feasible but can get very expensive
* Who pays?
* Who are we keeping it for?
* |s it worth the cost?

What is the ‘raw data’ we aim to keep?
» Photons not ADU, 1D powder ...
» For what purpose is the data being kept?

Clarity on when to discard data is needed

Temptation is to invest in new outcomes rather than old data
* Money is limited and may come from the same (limited) budget

Persistent availability of data requires persistent funding
« What happens at the end of a 5 or 10 year funding cycle?
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The definition of raw data is subjective

o (4 e (3 ()

(\5/} | 6 Result

Instrumentation — Trusted processing steps — Raw data

| need the raw
detector data

Here it is in
ADU

Can you give me
the photons per
pixel?
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The definition of raw data is subjective

@

Instrumentation — Trusted processing steps — Raw data

| need the raw Can | have the
detector data raw data?
Here it is in Sure, here are
ADU the images

Can you give me
the photons per
pixel?

| need the 1D
powder pattern

DESY.

(\5/} | 6 Result

User competence



The definition of raw data is subjective
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] [ ] [ ] [ ):: > Result
% G 9 3> \4/ \5/ 6
Instrumentation — Trusted processing steps — Raw data User competence
| need the raw Can | have the Can | have the
detector data raw data? raw data?
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ADU the images the H5 files
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ppier’P P powder pattern MTZ file

DESY. 7



The definition of raw data is subjective

77\ 7\
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Instrumentation — Trusted processing steps — Raw data User competence
| need the raw Can | have the Can | have the Can | have the raw
detector data raw data? raw data? fluorescence data?
Here it is in Sure, here are Sure, here are ']!'he et\;]en(tj s:re?m
ADU the images the H5 files rom the detector
is here
Can you give me Can | have the
| need the 1D No, | mean the :
iz php o015 (96 powder pattern MTZ file Chem'c?'
pixel? concentration?
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The definition of raw data is subjective

N\ N\
Result
(0 — 1 — 2 3 )= (o o 5 o sl Rest
Instrumentation — Trusted processing steps — Raw data User competence

‘Raw data’ is typically the input to the user’s own data analysis pipeline
or the limit of their expertise

| need the raw Can | have the Can | have the Can | have the raw
detector data raw data? raw data? fluorescence data?

The event stream

Here it is in Sure, here are Sure, here are
ADU the images the H5 files from the detector
is here
Can you give me Can | have the
| need the 1D No, | mean the :
iz php o015 (96 powder pattern MTZ file Chem'cal
pixel? concentration?
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The definition of raw data is subjective

Q 0 e e 4 @ @::> Result

Instrumentation — Trusted processing steps — Raw data User competence

|

‘Raw data’ is typically the input to the user’s own data analysis pipeline
or the limit of their expertise
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Instrumentation — Trusted processing steps — Raw data User competence
Keep for <30 days Archive after 30 days

» Accelerate the path to science outcomes

‘Raw data’ is typically the input to the user’s own data analysis pipeline
or the limit of their expertise
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Instrumentation — Trusted processing steps — Raw data User competence
Keep for <30 days Archive after 30 days

» Accelerate the path to science outcomes
« Maximise information density of preserved data

‘Raw data’ is typically the input to the user’s own data analysis pipeline
or the limit of their expertise
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Instrumentation — Trusted processing steps — Raw data User competence
Keep for <30 days Archive after 30 days

» Accelerate the path to science outcomes
« Maximise information density of preserved data
« Potentially a significant reduction in archived data volumes

‘Raw data’ is typically the input to the user’s own data analysis pipeline
or the limit of their expertise
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The definition of raw data is subjective
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Instrumentation — Trusted processing steps — Raw data User competence
Keep for <30 days Archive after 30 days

Accelerate the path to science outcomes

Maximise information density of preserved data

Potentially a significant reduction in archived data volumes
‘Safety net’ to catch errors or the unexpected

‘Raw data’ is typically the input to the user’s own data analysis pipeline
or the limit of their expertise
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The definition of raw data is subjective

N\ N\
Result
OO0 0 0 OO O
Instrumentation — Trusted processing steps — Raw data User competence
Keep for <30 days Archive after 30 days

» Accelerate the path to science outcomes

« Maximise information density of preserved data

« Potentially a significant reduction in archived data volumes

« ‘Safety net’ to catch errors or the unexpected

« Already done in other fields (eg: Square Kilometre Array telescope)

‘Raw data’ is typically the input to the user’s own data analysis pipeline
or the limit of their expertise

DESY. 8



DAPHNE infrastructure for the research data life cycle

Collect Create Process Evaluate

Store Data
Experiment Validate Data

Measurements Visualize Data AnalySIS

I Collect Metadata
[ 4

Integrate Data
Plan
Create Output —

P | Data formats Publish Results
ro posa / Storage

Sources

ik What does FAIR provide?

e A L R
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(FAIR data is not always open data)

Save
Curate,

Reuse Store and Archive

Metadata &

Impact Research Access Data

Reviews

Share Data
Open Access
Access rules and
control

Teaching

Curate
or destroy

Graphic: Patrick Fuhrmann DESY
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DAPHNE infrastructure for the research data life cycle

Proposal

N Graphic: Patrick Fuhrmann DESY

Open repositories
Searchable
Interlinked
Federated

TA1: Managing data production

Key products:

* Electronic log books
 SamplelD database

* Integration to instrumentation

Evaluate

Analysis

Integrate Data
Create Output
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/ Storage
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Curate
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DAPHNE infrastructure for the research data life cycle

TA1: Managing data production

Key products:

* Electronic log books
 SamplelD database

* Integration to instrumentation

2 Integrate Data
Create Output
Publish Results

Evaluate

Data formats

Pr0p05a| Storage

Sources )
Metadata What does FAIR er
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DAPHNE infrastructure for the research data life cycle

TA1: Managing data production

Key products:

* Electronic log books Evaluate
 SamplelD database =~
* Integration to instrumentation -
2 Integrate Data
Create Output /
Data formats — Publish Results Pa pe rs

Fropose S TA3: Infrastructure for evaluation and reuse

Metadata What does FAIR provi

F A I Key products:
raasa esbie Wiledpaalis

» Sustainable and reusable software ecosystem
& So

, * Power user software deployed on facility infrastructure

FA%O’C always open aata)
Store and Archive

TA2: Data repositories and catalogues Metadata &

Data

Open rep(key products:
Search « Repositories of raw data and
Interlir processed data linked to publications

Federis Searchable federated catalogues
Reus

or destroy
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Task area 1: Managing metadata collection

Enabling re-use and repeatability of results, ideally searchable

Before experiment

Proposal
- Proposal number (ID)
- Science motivation
- Experiment concept
- Technique(s)
- Sample(s)
- Sample environment
- Instrumentation
- Science team

+
Facility
- Which facility?
- Beam parameters

' - Instrumentation
- Detectors

11



Before experiment

- Experiment concept
- Technique(s)

- Sample(s)

- Sample environment
- Instrumentation

- Science team

+ -
Facility -
- Which facility?
. - Beam parameters -

* - Instrumentation ;
- Detectors ;

- Science motivation _»—

Digital Sample ID _>

lse2 - '‘DOI for samples’
220 - (MX has sample QR codes)

Task area 1: Managing metadata collection

Enabling re-use and repeatability of results, ideally searchable

During experiment

! Proposal Facility logs
- Proposal number (ID) - Experiment ID (directory)

Beam parameters
Motor positions
Instrument configuration
Sample environment
Detector calibration

+

User record of experiment

Instrumentation configuration
Actual samples used

- ldeally a digital sample ID
Actual sample environment
Changes to original plan
What happened when
Run log (data lookup table)
Currently: Paper logbooks, google
sheets, confluence, and more
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Before experiment

- Proposal number (ID) -
- Science motivation _’-
- Experiment concept -
- Technique(s) -
- Sample(s) -
- Sample environment -
- Instrumentation

- Science team

+ -
Facility -
- Which facility?
. - Beam parameters -

* - Instrumentation ;
- Detectors ;

Digital Sample ID _>

lse2 - '‘DOI for samples’
9l - (MX has sample QR codes)

During experiment

! Proposal Facility logs

Experiment ID (directory)
Beam parameters

Motor positions
Instrument configuration
Sample environment
Detector calibration

+

User record of experiment

Instrumentation configuration
Actual samples used

- ldeally a digital sample ID
Actual sample environment
Changes to original plan
What happened when
Run log (data lookup table)
Currently: Paper logbooks, google
sheets, confluence, and more

Task area 1: Managing metadata collection

Enabling re-use and repeatability of results, ideally searchable

After experiment

Analysis
Data - Data analysis steps
can be - Not all data is useful (runs)
750 TB - Intermediate data, code, scripts

11



Before experiment

Proposal
- Proposal number (ID) -
- Science motivation

- Experiment concept
- Technique(s)

- Sample(s)

- Sample environment
- Instrumentation

- Science team

+ -
Facility -
- Which facility?
. - Beam parameters -

* - Instrumentation ;
- Detectors ;

Digital Sample ID
fse2 - ‘DOl for samples’
ol - (MX has sample QR codes)

During experiment

Facility logs

Experiment ID (directory)
Beam parameters

Motor positions
Instrument configuration
Sample environment
Detector calibration

+

User record of experiment

Instrumentation configuration
Actual samples used

- ldeally a digital sample ID
Actual sample environment
Changes to original plan
What happened when
Run log (data lookup table)
Currently: Paper logbooks, google
sheets, confluence, and more

Task area 1: Managing metadata collection

Enabling re-use and repeatability of results, ideally searchable

After experiment

Analysis
Data - Data analysis steps
can be - Not all data is useful (runs)
750 TB - Intermediate data, code, scripts

Publication *

- Findable and searchable

- Should describe what was done

_’- Citation, DOI reference

- Sometimes data is deposited
(PDB, CXIDB)

- May use a subset of data, or
data from many experiments
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Task area 1: Managing metadata collection

Enabling re-use and repeatability of results, ideally searchable

Before experiment During experiment After experiment
Proposal Facility logs ===l Analysis
- Proposal number (ID) - Experiment ID (directory) Data - Data analysis steps
- Science motivation _}- Beam parameters can be - Not all data is useful (runs)
- Experiment concept - Motor positions 750 TB - Intermediate data, code, scripts
- Technique(s) - Instrument configuration
- Sample(s) - Sample environment *
- Sample environment - Detector calibration Publication
- Instrumentation + - Findable and searchable
- Science team User record of experiment - Should describe what was done

+ - Instrumentation cor?fi uration _>' giehio, 100l i
Facility _ Actual sam 9 - Sometimes data is deposited
ples used
- Which facility? - Ideally a digital le ID (PDB, CXIDB)
y gital sampie - May use a subset of data, or
- Beam parameters - Actual sample environment S (el el EnE e e
| - Instrumentation - Changes to original plan y exp

- Detectors - What happened when *

o - Run log (data lookup table) Re-use
Digital Sample ID ==~ Currently: Paper logbooks, google -
- ‘DOl for samples’ sheets, gonflupence?and monge ° - Check and verify results

- Improve the analysis
- Re-use code for new work
- Build on past data 11

B - (MX has sample QR codes)




Daphne is introducing uniqgue sample identifiers

Tracking samples from creation through to data and publication

e Uniquely identify samples so that they can be tracked through logbooks and datasets
e |dentifier should be uniqgue and persistent - even though samples themselves may not always persistent
e Must be simple, easy to use, minimal paperwork overhead

Researchers

N % E

The IGSN* system has been developed for other disciplines / j'GSN \ /' =)
IGSN is a globally unique and persistent identifier for material samples. - S
‘—’ D

44— 2

1, Single — 5

DataClte institution  Facility

account  patabase =

': DataCite

1 rwoancee, oo nes NEtPS://datacite.org

¥ IGSN now works with DataCite

In September 2021, IGSN e.V. and DataCite entered a partnership
under which DataCite will provide the IGSN ID registration
services and supporting technology to enable the ongoing

* International Geo Generic Sample Number sustainability of the IGSN PID infrastructure.

https://www.igsn.org/ https://ardc.edu.au/services
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https://www.igsn.org/

DAPHNE is using SciCat as a catalogue foundation

DESY is in the process of deploying and developing SciCat as the FS data catalogue

PAUL SCHERRER INSTITUT . . Some features:
(5]» Discover data via WebUI User

(sipeciﬁc hd Data bI’OWSIng
e po_ .
Data search
0 O 1 3 » Data download
* Access control
* Federated login

« Metadata management

Archive
Interface

MyData  PublicDataff Al Archivable ~ Retrievable  Workln Progress  SystemError  User Error

Name Size
Facet 2020-12-23
029_estaillades1_q01_fw085_ss ..1_fw085_ss 178 . derived p17614 € retrievable .
search : o niine Og OOKS
2020-12-23
18788 | 2200 ] 020_estaillades1_q01_fw085_us .1_fw085_us 729GB Wed 00_205 derived p17614 & retrievable
a L] L]
S T P * Online chat session
018_estaillades1_q01_fw085_us ..1_fw085_us 376 GB 2020-12-23 derived 17614 retrievable H
e ’ edoocs ' * ala generation
2020-12-22
p18748 | 147 [0 031 _estaillades1_q01_fw085_ss ..1_fw085_ss 4TB Tue 2202 derived p17614 € retrievable . .
» Archive interface
| 2020-12-14
p18675] 18 [0 20201214_ANAXAM/11_360_ AM/11_360_ 47GB Mon 2059 raw unknown  p17896 B archivable
.
-12-1
20201214 _ANAXAM/10_360_ AM/10_360_ 47GB 2020-12-14 raw unknown  p17896 archivable
Mon 20:37
[J 09.360/09_360_513_ .9_360_513_ 47GB ZMODZI‘OZ’;?O';“ raw unknown  p17896 B archivable .
 Data previews
2020-12-14
] 09_360/09_360_512_ .9_360_512_ 47GB Mon 20,03 raw unknown  p17896 B archivable
2020-12-14 N [ ] é ’
] 09_360/09_360_511_ .9_360_511_ 47GB Mon 19127 raw unknown  p17896 B archivable
-12-1
[0 09.360/09_360_S10_ .9.360_510_ 47GB :1?;01925; raw unknown  p17896 B archivable ° r f r n C d t S tS
09_360/09_360_509_ .9_360_509_ 47GB 2020-12-14 raw unknown 17896 archivable
Mon 19:46 4
. .
2020-12-14 [ ]
09_360/09_360_508_ ..9_360_508_ 47GB raw unknown  p17896 archivable
Mon 19:40
2020-12-14
O 09_360/09_360_507_ .9_360_507_ 4768 el raw unknown  p17896 8 archivable ° L K_ I d ata
09_360/09_360_506_ 9_360_506_ 47GB 2020-12-14 raw unknown  p17896 archivable
Mon 19:29

PAUL SCRERFER INSTITY N EW“ A’”"”m I"'”.mer R;“:“}
Initial development by IJ-__— O % C?Q a
o 4
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Harmonising ontologies and semantic interoperability

Standard file formats
e Nexus adoption is a starting point
e What about downstream data?

Standard metadata
e Community languages

e Essential for interoperable catalogues

Interoperability validators and libraries
e eg: PDB check

Daphne brings communities and facilities together
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Task areas 3: Sustainable software development

Drawing on experience in professional IT at the facilities, eg: { dCache.org

Strike a balance between agile user-focussed design with

sustainability and integration as critical infrastructure

7\

B pln 3> cod: 3 build 3 tes: Jrelease Jdepby Joperate 4
< —_—

DevOgs

A CONUNUOUS DT ey

e CONtINUOUS INtegration —’

< Agile Developmen: e

For example: DevOps model of software collaboration

AAl infrastructure: UmbrelalD + Keycloak
HELMHOLTZ 0 in.

.
HHH

4
8

]
;

>
b
!

!

development A
it

S achpto

-
——

Teach and practice sustainable research software

ppet CHEF 6
p‘ ANSIDLC

Moven (
. P y o
@ gradls / . ' -
& . @

v".n R

Build Astcamtion Deployment Automation J.‘ Test Astemation
S niecry od Cuplaymiert Model ‘

umbrella

o CLOAK

- ———

——

Nogios  phek

(:"I."* Omnln' Cons stent. automated and efficient cel very pipeline
) P ~ Track guests using ORCID-ID?
-t 1\ e (‘login with facebook’ for researchers)
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The DAPHNE work program targets data management
resources for photon and neutron science

<P
TAT ( Desy. \ TA1
Electronic logbooks \ ‘o° ./ Metadata harvesting
TA1 TA1
Standard file formats Sample PIDs
(NeXus adoptlon (IGSN)
TA1/2 /
Raw data catalogues
(SciCat/iCat/..)
Research groups T Facilities
(SciCat lite for Universities) ., l/.DESY, \' (DESY/MLZ/HZB...)
/
,, I' \(!:/
;s ! Use cases:
’ /I . DESY P08 (development case)
’ / .
/.\ Federated catalogue ,'
2\ (EOSCQ) 1
(DEsy l
\_".
~=<"Cloud based analysis
(EOSC) TA4
Education and outreach
(Data management and RSE in courses)
TA5

Networking and Politics
(Daphne in the wider world)

Power users’
software

Portability
(standard file formats)

Sustainability
(standard libraries)

/o ¥ \
TA2 | DE SY. |
Open Published Data Repository NC 2
(PDB/CXIDB for any technique)
Reference datasets
(Curated ‘gold standard’ reference data)
TA2/3
\ TA3 /o ® 2\
Open software repository '\2?: /l
> (RSE - curated power user software) = —
Deployment
(DESY/MLZ/HZB...)

GitLab (HiFiS)

Use cases:
CrystFEL
XPCS
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Common topics

Cross-cutting interdisciplinary synergies and strategic opportunities for joint engagement

DESY.
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