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Need Monte Carlo events @ higher orders in α

Higher‑order matrix elements are slow to evaluate
numerically

Moreover, need to evaluate these matrix elements
many times
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For instance, time to generate 1 million events s.t. MC statistical
error 1/

√
N ∼ 10−3

time/point [s] unwgt. efficiency CPU time

1 100% 12 days
10 100% 116 days
10 1% 32 years

1000 10% 317 years
...

This is not just about speeding up – it’s about making the
impossible possible
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Slide by Marius Wiesemann 3



ATLAS Computing Budget, e.g.

But remember the goal: impossible→ possible
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Machine Learning

UNIVERSAL APPROXIMATION THEOREM: “…anymultivariate
continuous function can be represented as a superposition of
one–dimensional functions” (Neural Networks/sigmoid)
[From Braun, J. & Griebel, M. Constr Approx (2009)]

In practice, convergence is non‑trivial (and not guaranteed)

Gradient boosting machines perform extremely well

Deep neural networks with special architectures do even better
for higher dimensions
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Why is it reasonable to approximate?

There are many sources of error:

Experimental: statistics, JES/JER, tagging, …,

Theoretical: PDF, αs, …,

Monte Carlo statistics ∼ O(10−3),

this guides the approximation precision requirement

and…
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Grazzini, Kallweit, Wiesemann [1711.06631]
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High‑Precision Regressors for Particle Physics
F. Bishara, A. Paul, J. Dy. Paper submitted to Nature Scientific
Reports for peer‑review (now in 2nd round) [arXiv:2302.00753]

Skip Connections for High Precision Regressors
F .Bishara, A. Paul, J. Dy. Machine Learning and the Physical
Sciences, Workshop at the 36th Conference on Neural
Information Processing Systems (NeurIPS 2022)

Machine Learning Amplitudes for Faster Event Generation
F. Bishara and M. Montull. Phys. Rev. D 107 (2023) no.7,
L071901 [arXiv:1912.11055]
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Physics guidance and considerations

Functions spanmany orders of magnitude, transform

f(x) =

{
log(1 + x) x > 0

− log(1− x) x < 0

Symmetries allow to reduce a set of 18 functions to just 4

Improve NN performance by constructing linear combinations
of functions with nicer properties (e.g. symmetry)

How to generate a training sample over the domain?
‑ Generally, sample uniformly
‑ Some variables need to be sampled log‑uniformly – need to
invert transformation s.t. point density is uniform!
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A first example: 2d function with boosted decision
tree
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Neural network with skip connections
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The Amplitudes
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[A] [B] [C]

[F]

[D] [E]

2L2L

TL

pp →4l @ NNLO (double virtual)
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The phase-space
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Form factors computed using VVAMP
[Gehrmann, von Manteuffel, Tancredi [1503.04812]]
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Two paths to approximate
k-factor

(sub)-amplitudes [A] [B]

[C]

– Couplings cannot be 
factored out (frozen-in)

– Phase-space is 8-dim.
– Can sum over helicities → 

only one function per 
process

– Couplings can be factored 
out (at least when sum of 
Qi=0)

– Phase-space is 4-dim.
– Can be recycled for different 

vector boson combinations
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Populating the
Phase-Space
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Earlier results: uniform up to 500 GeV
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before

* PS from unweighted LO events generated with MadGraph
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Trained on uniformly populated masses
predictions in a very small region of PS!

Of course can/should improve this
i.e. by distributing according to a wide Cauchy dist.
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K-Factors
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This study only includes 
classes [A] + [B]
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FB, A. Paul, J. Dy [2302.00753]
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FB, A. Paul, J. Dy [2302.00753]
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FB, A. Paul, J. Dy [2302.00753]
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Summary and outlook


