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Heavy Quark Diffusion ResearchProduct in PUNCH4NFDI
https://doi.org/10.1103/PhysRevLett.130.231902 Diffusion coefficient for heavy quarks

in the Quark Gluon Plasma:

Ongoing studies towards physical pion masses

- Important input for hydro and transport models 
  for the study of heavy quarks in the QGP

- Provides information on the thermalization 
  or hydrodynamization of heavy quarks

https://doi.org/10.5281/zenodo.7994982
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Heavy Quark Diffusion - SIMULATeQCD code development

- Developed by HotQCD collaboration
  (Bielefeld, Brookhaven,…)

- Lattice and Analysis Software development

- Highly optimized lattice QCD code for multi-GPU

- Optimization for supercomputing resources
  Frontier, LUMI-G, JUWELS, Leonardo

- SIMULATeQCD selected for EuroHPC JU
extraordinary support program (ESP)
(with AMD and HPE for LUMI-G)

- Section Metadata WG research software metadata
  (Christian Schmidt & OK)

- Plan to add code metadata, e.g. CodeMeta schema

             ongoing work partly done in TA3

https://github.com/LatticeQCD/SIMULATeQCD
https://doi.org/10.5281/zenodo.7994982
https://arxiv.org/abs/2306.01098 

All software is already openly available 

https://github.com/LatticeQCD/SIMULATeQCD
https://doi.org/10.5281/zenodo.7994982
https://arxiv.org/abs/2306.01098
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Gauge Field Generation with Rational Hybrid Monte Carlo
using SIMULAeQCD

963xN𝝉 lattice 643xN𝝉 lattices

81 TB gauge field configurations
Generated on supercomputing resources

Perlmutter, JUWELS, Marconi

Previous project:

Current project: ~200 TB gauge field configurations
1283xN𝝉 and 963xN𝝉 lattices with physical pion masses

compute projects on Frontier and LUMI-G

~55.000 gauge field configurations
 with m𝜋= 320 MeV

All gauge field configurations will be stored in the ILDG
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Measurements of operators and correlation functions

Measurement of correlation functions on 
Bielefeld GPU Cluster

¿

¾

Color-electric correlator:

Vector meson correlator:

Operators and correlation functions 
 need to be calculated on each gauge field configuration

Needs optimized multi-GPU code
 measurement routines in SIMULATeQCD 

- Large set of correlation measurement data 

- Need to be analyzed, Jackknife, Bootstrap…

- Continuum and flow time extrapolations

- Sophisticated analysis software needed
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Heavy Quark Diffusion ResearchProduct in PUNCH4NFDI
Project already benefits from PUNCH developments and could profit more in the future

All analysis performed on Bielefeld PUNCH compute server (not yet in Compute4Punch)

All data and lattice and analysis software as well as a workflow (bash/python) of the project published as open access
  https://doi.org/10.4119/unibi/2979080

All raw and derived data is already openly available (ILDG or PUNCH storage for future projects?)

https://doi.org/10.4119/unibi/2979080


Page 7

Heavy Quark Diffusion – Analysis Software
Analysis Software developments

Analysis Toolbox Software development

Heavy quark diffusion analysis based on this

https://github.com/luhuhis/correlators_flow

         ongoing work partly done in TA3

https://github.com/LatticeQCD/AnalysisToolbox

All analysis software is already openly available 

https://github.com/luhuhis/correlators_flow
https://github.com/LatticeQCD/AnalysisToolbox
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Heavy Quark Diffusion RDP in PUNCH4NFDI
TA2

Storage of gauge field configurations in LDG
 
 - Upload of ~ 500TB to storage elements at NERSC and JSC planned for 2023

Metadata Catalogue and Storage of data in LDG/PUNCH

 - metadata server and file server in PUNCH à LDG or other MDC/FC for non-lattice data

Analysis workflow on Storage4PUNCH and Compute4PUNCH

(Lattice calculations on supercomputers outside of PUNCH)

TA3

Software development of optimized lattice code and analysis tools and workflows

TA4

metadata and file formats to be developed for all data in the analysis workflow 
metadata integration of software, ILDG gauge field configurations, analysis software, raw data, analyzed data, final results
publish the whole project on the PUNCH platform
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Planned and ongoing work
(Simran Singh, Ding-Ze Hu and OK)

- Tests on Compute4PUNCH & Storage4PUNCH

- Docker/Singularity container of the analysis

 https://gitlab-p4n.aip.de/punch/ildg/-/tree/main/use-case/lqcd_analysis

- Jupyter Notebook of the analysis

- Data formats and Metadata in the data analysis steps

- Test of different workflow systems for the analysis

- Test of the Science Portal 

- PIDs and DOI registration

https://gitlab-p4n.aip.de/punch/ildg/-/tree/main/use-case/lqcd_analysis
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• Bielefeld GPU cluster
• JUWELS at GCS@FZJ
• Marconi 100 at 

CINECA

Raw Gauge configurations used to calculate 
Observable of interest : chromoelectric 
correlator (𝐺!) for various Temperatures. 
All Measured data public & published:
DOI 
https://doi.org/10.4119/unibi/2979080

Complete workflow including: sampling, 
bootstrapping, interpolation & 
continuum extrapolation is implemented 
as a single bash/python script that runs 

on : Compute4Punch 
Also ongoing : migration of the bash script to a 
user friendly JupyterNotebook - with the aim 
of running the notebook on a cluster server

Gauge configurations generated from LQCD 
simulations of
 𝑁! = 2+1 at pion mass 320 MeV using 
SIMULATeQCD :
a multi-GPU C++ code public & published :  
https://latticeqcd.github.io/SIMULATeQCD/

Computing 
resources
used :

Planned & Ongoing PUNCH activities :• Interplay between task areas : TA2 , TA3 & TA4
• Compute4PUNCH provides the  infrastructure for 

running the container that includes this entire 
workflow(already partially successful)

• Metadata of the datasets used in this workflow 
will be designed and extracted

• Ideally the datasets and the metadata will be stored 
in  Storage4PUNCH- END GOAL : Publish the entire 
project on PUNCH platform

Lattice Toolbox :  Collection of 
Python tools developed at 
Bielefeld (Public):
https://github.com/Lattic
eQCD/LatticeToolbox

First results on heavy
Quark diff 
coefficients 
Using dynamical light
Quarks from lattice!!
https://doi.org/10.1103/PhysRev
Lett.130.231902


