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• TA5 - XFEL Machine Learning on FPGA Workshop in June 2023: https://indico.desy.de/event/39436/timetable/?view=standard

• Invited talks on hls4ml and anomaly detection

• TA5 contributions: 

• real-time classification of astronomical signals, implementation in hls4ml, deployment on Alveo FPGA cards (MPIfR)

• artificial signal generation

• clustering algorithms, physics object detection, evaluation of new FPGA cards including AI engines (Mainz)

• AI engines not always obvious to optimize to fulfill requirements: latency, ...

• detector signal reconstruction, ANN implementation, deployment on INTEL FPGA cards (Dresden)

• deep learning for heavy ion physics (FIAS)

• Very interesting exchange of experience and solutions with XFEL community

• Plans to intensify communication (Mattermost, ...) and collaboration:

• exchange training data

• exchange ANN models and tool - generalization is a challenge 

• provide concrete tools: FPGA platform for evaluation and training

• interaction with TA5-XFEL,TA3, Erum-Data, DAPHNE, ...

• Idea of having another workshop in spring 2024 

https://indico.desy.de/event/39436/timetable/?view=standard
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• U. Mainz group:

• working on alternative architecture for physics object detection in ATLAS forward region - new approach 

based on CNN layers

• data sample for CNN training need to be re-processed 

• Bachelor and Master students are part of the team

• investigate which FPGA types are supported by hls4ml (Versal? Ultrascale?)

• TU Dresden group:

• update on application of convolutional neural network CNN application to signal processing

• improvements in FPGA implementation (VHDL), will also simplify generalization as a firmware tool for 

other projects

• MPIfR Bonn:

• tasks now organized in ANN training and FPGA implementation

• had temporary problems with Alveo FPGA cards which are now solved

• HLS4ML limits combination number of filters and filter size to 4096; this is to meet timing constraints on 

FPGA; if networks get larger need to be put on several FPGAs
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