
Development of Standard MicroTCA
Deployment at ESS

PRESENTED BY FAY CHICKEN

2023-12-05



Quick Update on ESS Construction

2023-11-30



PRESENTATION TITLE/FOOTER 32023-12-01



Drive for Standardisation
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Over 300 MicroTCA systems will be 
deployed at the European Spallation 
Source

Early system assemblies were all individual 
setups

Need to have a basic “vanilla” system setup 
for easy maintenance and system reliability

Various AMCs, FMCs & RTM configurations 
creates enough complexity
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Distribution of MTCA at ESS
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ESS ~ 300
RF BI TD MP

175 x 9U 70 x 3U
15 x 9U

35 x 9U 10 x 3U
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Deployed with combinations of:
6 x AMC
7 X RTM 
12 x FMC
+ options of Power Supplies, Universal I/O modules for timing and CPU (older obsolete version 
also in operation)

Only board standard to all MTCA is NAT-MCH-PHYS



Micro-Carrier Hub Deployment
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Use of RS232 through MOXA server 
for initial configuration using serial 
connection

Register in Csentry (a custom in-house 
configuration management tool, REST 
API)

Switch to Telnet connection once IP 
is assigned on local network
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First Deployment
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The first version of this process was a 
command line tool in Bash with a simple 
HTML graphical user interface (GUI) which 
was just a wrapper for the command line. 
This gave a web-based interface that was 
simple for anybody needing to deploy an 
MCH. 
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Second Deployment
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A second more advanced version used 
Jupyterhub (a multi-user web server for 
Jupyter notebooks) as the interface. The 
Bash was converted to Python 
programming language, which again could 
be run through the command line but this 
time with "python3" needed as a 
prerequisite. Otherwise, the Jupyterhub 
notebook provided a nice GUI, with easy 
changes to the MOXA IP address, port 
number, and backplane configuration 
possible.
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Current Deployment
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Now deployment of this script is either 
through a virtual environment to run the 
Python scripts on a lab-based workstation 
or directly using Gitlab-CI (DevOps 
platform with continuous integration (CI)). 
The fixed IP address for the MOXA and the 
port number, along with the backplane 
type are set via the script command line 
arguments



CSentry
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Control System Entry

a custom in-house configuration 
management tool, REST API

2023-11-30



CPU Deployment
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Change to BIOS settings to allow PXE boot
Register in CSentry

Linux OS is installed using network boot 
installer

Post-install job in Ansible installs ESS EPICS 
Environment and all the standard libraries and 
kernel drivers
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ESS Linux Distribution
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§ YOCTO Project version Dunfell 23.0.21+ - Linux 4.14
§ The objective is to provide a minimal system for running EPICS IOCS 
and in middleware. 

§ Supports:

– Concurrent AMG6x/AM900 (Intel XEON/ Core-i7 64-bit)

– IOxOS IFC14xx (NXP QorIQ PowerPC 64-bit)

– Both systems are supported also with real time Linux.

§ We also provide users with a small amount of tools for test and 
debugging natively.
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