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Viemory consumption issues

* Trying to run over all the electron samples w/o BIB
o Tried both key4hep and slcio and in both had memory issues
o Tried a simple example with nothing in the loop, just opening files in slcio
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To run 1000 events, nothing done inside loop, pyLCIO

only loading
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To run 1000 events, nothing done inside loop, kdhep
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e Defaultis using the podio.root_io.Reader(filename) function

o No ability to load files separately from initializing reader (I think?) so
cannot do the same fix

o (Can specify collections
o reader.collections = ["MCParticle” "PandoraPFOs" ...]

e Doesn't do anything (maybe needs to be ca

file, but can't because initialization is the or
AFAIK)

e (anstill run code that accesses un-specified collecitons
Without fix, runs faster but consumes more memory compared to pyLCIO

Possible solution is to work with the ROOTFrameReader() directly and have
more tunability
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Viemory consumption issues

1.4 - { ‘
9500 events
w/ MCPs

o Didn't have access to the same knobs in key4hep

* [ntheend, wasable to get OK memory performance with pyLCIO
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o Still very slow!! (around 10 events/s)
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o Notloading in MCPs halves memory but not much speed
change (around 13 events/s)

o Merqing files may help with thi -
erging tiles may help with this ot
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