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Experimental System at MAX IV
HARD X-RAY: Mainly Command Line Interface
Almost exclusively Continuous/Fly Scan:
• ascan, meshscan, custom macro
• Time Resolved
• Pulse based
• Tomography
• Energy scan

• Step Scan: mostly for alignment
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HARDWARE: more and more high-level responsibility
Synchronisation Continuous/Fly Scan:
• PandaBox
• ACS

Motors: Handle High level parameters/trajectories
• Icepap (standard)
• Piezo
• ACS

SOFTWARE:
Orchestration and macro management:
• Sardana

Data acquisition:
• Streaming to a dedicated compute cluster
• On-the-fly analysis(Azimuthal, ToT), Live view
• Hdf5
• Meta data: SciCAT

SOFT X-RAY: High need in GUI
Almost exclusively Step by Step Scan:
• Scienta (WIP)
• Prodigy (WIP)
• Elmitec microscope

Continuous Scan
• Energy Scan
• NEXAFS
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Courtesy of Paul Bell, MAX IV



DCU streamer part

• Detector interfaces to DCU in 
hardware specific way (fibre, 
CameraLink, USB...)

• Specific software layer written for 
that detector:

Gets frames, streams them 
off the DCU to the DAQ cluster

(Won't talk about control)

• For a new detector, this is where most of the work must be 
done

Courtesy of Paul Bell, MAX IV



DAQ receiver part

• DAQ cluster managed by kubernetes

• Receiver = 1 process in 1 container in 1 pod

• Writes all frames to disk (hdf5 files in GPFS)

Internal Project Work Jan - June 2023:

• One standard receiver now handles all detectors

• With IT Infra – fast to deploy the Receiver in k8s for 
any new detector 

• Means live view is common, hdf5 writing is common

Courtesy of Paul Bell, MAX IV



On the fly Feedback

• roi couting 
• diffraction spot finding
• frame filtering
• image corrections (dark/flat field)
• decompression
• segmentation
• phasing
• tomographic reconstructions
• ML & AI prediction

40 Gbs

fast 
feedback

FPGA

SME

stream of images (3D)

The MAX IV imaging concept
Matěj et al. ASCI 2017 Courtesy of Zdenek Matej, MAX IV



Processing part

⚫ Processing step today often means 
azimuthal integration

⚫ Provided by "azint" alogorithm
(Clemens Weninger)

⚫ Runs at ForMAX, CoSAXS, DanMAX, 
FemtoMAX, NanoMAX, Balder

⚫ Data reduction: 2D -> 1D

Courtesy of Paul Bell, MAX IV



Recording

Assessment

PreprocessingSource

Femtomax Scattering pipeline

9

Tiff to ZMQ
streamer

ZMQ 
Grabber

ToT
Preprocessing

HDF5
Record

Accumulation
Processing

Liveview
Rendering

Event
Compression



Pipelines machinery for general case 

• New component - the "ingester": 
matches inputs, assembles events

• Algorithms can then be written by 
scientists/other Sci Data members –
standard interface for IO

• Scaled for few kHz or 10s of GB/s 
using the power of k8s

• (When confident could save only 
processed data)

Stream 
Receiver

HDF5

Ingester

HDF5

DAQ cluster

DCU 1

Streamer

GPFS

Detector 2

Stream 
Receiver

DCU 2

Streamer

Detector 1

Processing

HDF5

HDF5

Processing

Two requirements 
not addressed in 
simple scheme:

• Processing may have 
several steps

• Processing may take 
input from multiple 
sources

Courtesy of Paul Bell, MAX IV



FemtoMAX case today

HDF5

"Combiner"

HDF5

Motor 
positions

GPFS

Detector

Stream 
Receiver

DCU 

Streamer

Processing HDF5

Processing

One day could allow closed loop 
feedback where the scan 
parameters are adjusted based on 
collected data (eg. Scan area of 
interest) !

Courtesy of Paul Bell, MAX IV



page

Context for Bliss workshop
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● Project 2023: Evaluation of the Experiment Control System

– Sardana, Bluesky, Bliss, Contrast, …

● Bliss: just started evaluation

– First overview

– Test of Daiquiri in 2021 (after ICALEPCS)

• Try (quickly) to connect to sardana without success



Scan configuration

• Full configuration management

• Session/Technic

• metadata

• Include/exclude instruments

• Macro/hook



Bliss data

            

• Independent Agent => not 
blocking the scan

• Possibility to easily distribute the 
data to different consumer



• Microscopy UI

• 2D Mapping management

• Sample management

UI Mapping



Data processing

• Online data processing pipeline 
with Ewoks

• Live Feedback to Experiment 
Control System
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Challenges:
• Community

• Specific Integration to ESRF service: Lima, ICAT, logbook

• Integration with our system: zmq streaming, SciCAT

• Limited UI framework
• Multiple synchronisation schema

• Hardware scanning orchestration
• Not Simple as Bluesky
• Sharing session with TMUX
• CLI with"(" ;-)

PRO:
• Integrated framework as Sardana
• Modern design
• Documentation, cheatsheet
• Configuration management + web interface
• Data handling Based on broker
• Concept similar as Sardana
• Notion of Proposal/Collection/DataSet
• Pythonic
• Better error handling

Bliss at MAX IV?
(As wip of 11/2023)
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• TO BE CHECKED:
• Control of pseudo motor (case undulator)
• Run just as library (Bluesky-like)
• FlyScan



Conclusion
● Experiment System at MAX IV:

● Continuous/FLY Scan with more HW

● Analysers with more UI

● Data Handling and Processing

● ZMQ

● Kubernetes cluster

● Next steps

● Detailed evaluation at MAX IV

● If possible in-situ
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Question?

Question Everything (Nullius in verba), Dunk 🐝
CC-BY

https://www.flickr.com/photos/dullhunk/202872717
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