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Cosmology — a traditional multi-messenger science
The three classical pillars (already in last century)
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Why Multi-Messenger Cosmology
What could we learn? 

Observer

Cosmic Relay  
Station  
e.g. gas 
cloud

Light

Stones,  
Fossils

Neutrinos 
& Cosmic Rays

Gravitational  
waves

Understand the evolution of the Universe 

Solve equations of motion 

for initial conditions 


and compare to data. 

Improve model and start over.


Multiple messengers 

to maximise space-time coverage.



Multi-Messenger Cosmology
The current state

• Cosmological Principle — allows predictions without initial conditions


• Lambda Cold Dark Matter model allows us to describe all observations, but 
leaves us with 95% of unknowns in its energy budget


• Cosmological parameters from individual missions (Planck, Euclid, …) 


• Combination of multi-wavelength and multi-messenger probes naturally 
leads to tensions, curvature, matter dipole, … 


• In the following 3 examples for synergies

H0, S8,



Cosmological Principle
Proper motion of Solar system

• Kinematic CMB dipole Steward & Sciama 1967 


• Radio sources and quasars Ellis & Baldwin 1984


• SN1a Sasaki 1987


• …


• LOFAR & SKA
Pantheon compilation of SN1a


consistent with CMB  
Horstmann, Pietschke, Schwarz 2022 

N. Horstmann et al.: Inference of the cosmic rest-frame from supernovae Ia

Fig. 8. Posterior distribution assuming a constant bulk flow for all SNe
with zhel < 0.03 in the fixed direction RAbulk = 194 deg, Decbulk =
�57 deg with a Gaussian prior on the bulk velocity, vbulk = 159 ±
23 km s�1. Bulk direction and velocity prior are chosen according to
Carrick et al. (2015).

motion inferred from the CMB dipole. This is expected because
Carrick et al. (2015) used the CMB dipole as an input to infer
the bulk motion.

Thus, bulk flows as discussed in the current literature might
cause the smaller inferred solar motion with respect to a sample
of SNe at low redshifts.

6. Conclusions

Modern cosmology describes the Universe in the context of spa-
tially homogeneous and isotropic space-time, the class of the
Friedmann–Lemaître models. These models have in common
that a cosmic rest-frame exists that is typically identified with
the frame defined by the CMB dipole. The peculiar motion of
the barycentre of the Solar System is consequently inferred from
the CMB.

Here we have tested this hypothesis of a purely kinematic
CMB dipole by means of SNe compiled in the Pantheon cat-
alogue (Scolnic et al. 2018). The SN redshift–distance modu-
lus relation, see Eq. (14), is sensitive to the radial peculiar
motions of the SNe and the radially projected peculiar motion of
the observer. While (for non-relativistic velocities) the SN red-
shift depends on (ue � uo) · n, the distance modulus depends on
(2ue � uo) · n, as was first realised by Sasaki (1987). While infer-
ring the peculiar velocities of the SN host galaxies needs addi-
tional observations and is limited to rather small redshifts (see
e.g., Carrick et al. 2015), the e↵ect of the Solar System motion
is coherent and a↵ects all SNe at all redshifts, which allows us
to use a direction-dependent analysis of SN distance moduli to
measure the Solar System proper motion.

It has been pointed out before that the Pantheon catalogue
contains inconsistencies regarding the quoted values of helio-
centric redshifts (Rameez 2019; Steinhardt et al. 2020). The

Fig. 9. Comparison of the posterior distribution for di↵erent measure-
ments of the proper motion of the Sun. We show our own results tak-
ing the emitter peculiar velocities into account by using the covari-
ance matrix in Eq. (16) and by means of corrections according to
Carrick et al. (2015), respectively. For comparison, we also show the
results from the analysis of high multipole moments of the CMB
(Saha et al. 2021) and assuming that the CMB dipole is entirely
explained by solar motion (Planck Collaboration I 2020). In the latter
case, the uncertainties are too small to be displayed properly. We instead
indicate the value by a vertical line.

Pantheon sample was not compiled with foresight of direction-
dependent studies, which implies that there might be other issues
that we were unable to identify in this study. We used an
improved version of the Pantheon catalogue (see Steinhardt et al.
2020 and Appendix A) to measure the cosmic SN rest-frame
and found that the direction of motion of the Solar System
agrees well with the CMB dipole direction, but that the inferred
Solar System velocity is well below the velocity inferred from
the CMB dipole (see Table 2). Our findings are summarised in
Fig. 9. The null hypothesis of a purely kinematic CMB dipole
is found to have a p-value of 0.0095 when the unknown pecu-
liar motion of SNe is accounted for by means of the covariance
matrix from linear theory (Huterer et al. 2017). When we correct
for peculiar motion (Carrick et al. 2015), which implies also that
we must assume a cosmic rest-frame, the p-value increases to
0.046. We therefore conclude that it is premature to reject the
hypothesis of a purely kinematic CMB dipole, but it is inter-
esting to note that none of our tests produced a solar velocity
exceeding the velocity from the CMB dipole.

We tested the robustness of our findings with respect to
the self-consistency of the Pantheon catalogue and the addition
of further cosmological parameters. We confirmed that pecu-
liar velocity corrections a↵ect the final result, but move the
median values by less than 1�. As already pointed out by
Steinhardt et al. (2020), using host galaxy redshifts does a↵ect
the inferred matter density, but leads to insignificant changes in
the estimate of the Solar System proper motion.

We have also shown that bulk flows might explain why the
solar motion appears to be slower than that of nearby SNe as
compared to more distant SNe, but the inference of such a large-
scale bulk flow strongly depends on the assumption that the cos-
mic rest-frame is defined by the CMB dipole. The task of this
work is not to measure this bulk flow, but it is clear that more data
are needed to be able to distinguish the e↵ect of bulk flows and
the solar motion. This might be possible in principle when it is
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radio and quasar source count dipole 
direction agrees, amplitude disagrees  

with CMB 

Wagenveld, Klöckner, Schwarz 2023 

 uncertainties3σ

radio: excess  ∼ 5σ

quasars: excess >  5σ



Synergies Now: LOFAR, Planck and photo-z — Soon: LOFAR2.0 & Euclid

LoTSS DR2 galaxy-galaxy and 

galaxy-Planck lensing convergence  
angular power spectra

Large Scale Structure
Nakoneczny, S. J., et al.: A&A, 681, A105 (2024)

be estimated from radio fluxes. At present, we do not have optical
identifications and photometric redshift estimates for most of the
LoTSS DR2 sources. Therefore, we need to model the underlying
p(z) in a more indirect way.

Extragalactic radio sources consist mostly of SFGs and
AGNs, although their fractions vary with both redshift and flux
density (see Best et al. 2023). However, limitations in the multi-
wavelength coverage of the sample may lead to some uncertainty
in the redshifts and classification of sources. In order to cal-
ibrate the redshift distribution of our sample, we make use of
the LOFAR deep fields observations (Tasse et al. 2021; Sabater
et al. 2021). The Deep Field data consist of three fields: Boötes,
ELAIS and Lockman Hole. For each field, a smaller region was
defined for which there exists deep multi-wavelength informa-
tion, of an area equal to 8.6 deg2 in the Boötes field, 6.7 deg2 in
ELAIS and 10.3 deg2 in the Lockman Hole field (Kondapally
et al. 2021; Duncan et al. 2021). A redshift and its probabil-
ity density function were associated with each source using
a hybrid method that combined template fitting and machine
learning (further details can be found in Duncan et al. 2021).
The photometric redshift quality is characterised by normalised
median absolute deviation (�NMAD) ranging from 1.6 to 2% for
galaxies and 6.4 to 7% for AGNs, while the outlier fraction
(|zphot � zspec|/(1 + zspec) > 0.15) equals around 2% for galax-
ies and 20% for AGNs. It is worth noting that ⇠ 5% of the
sources satisfying our sample cuts in the deep fields do not have
an optical cross-match.

We estimate the redshift distribution for each flux density cut
catalogue using a technique based on sampling redshift values
from the probability distributions of photometric redshifts, using
spectroscopic redshifts where available. Given the full prob-
ability distribution over a redshift range for each photometric
redshift measurement, we sample a single redshift value over this
probability for each object, and build a histogram of such a dis-
tribution, binning in �z = 0.05. For objects with spectroscopic
redshifts available, we always take the reported value (i.e. equiv-
alent to zero photo-z uncertainty). We repeat this procedure of
histogram creation for each deep field separately, and the number
of histograms created for each field is proportional to the number
of objects in each field, which makes fields with more observa-
tions more significant in the final estimate. We find that the final
results do not change after sampling at least 200 histograms in
total. The final distribution and its statistical uncertainty is given
by the mean and standard deviation calculated over all histogram
realisations, and then normalised to a unit integral over the
redshift range 0 < z < 6. This approach to redshift distribution
is also described in Hale et al. (in prep.). The method is able
to combine both photometric and spectroscopic redshifts, and
ensures a reasonable estimate of the final uncertainty in the
redshift distribution. The uncertainty estimated with this method
accounts both for errors in every single measurement of the
photometric redshift, and for differences in redshift distributions
between the three deep fields. We found that the errors estimated
with this method are significantly larger in comparison to boot-
strap sampling over the probability distributions of photometric
redshifts, where single redshift distributions are calculated
as a sum of probability distributions within the bootstrap
samples, and uncertainty is taken as a standard deviation within
those.

We model the resulting redshift distribution using a func-
tional form

p(z) / z
2

1 + z

 
exp

 �z

z0

!
+

r
2

(1 + z)a

!
, (14)

Table 1. Constraints on the parameters of the redshift distribution, as
given in the Eq. (14), for the 1.5 mJy and 2.0 mJy samples.

Sample z0 r a

1.5 mJy 0.05 ± 0.01 0.20 ± 0.03 4.9 ± 0.1
2.0 mJy 0.04 ± 0.01 0.17 ± 0.03 5.0 ± 0.1

Fig. 2. Redshift distribution based on the three deep fields located
within the LoTSS DR2 footprint, for 2 mJy and 1.5 mJy flux cuts. The
thick lines show the models fitted with Eq. (14), and the shaded areas
are a 1� region from the deep fields measurements. The redshift distri-
bution is limited to z < 6.

normalised to a unit integral over the redshift range 0 < z < 6,
with {z0, r, a} being free parameters. This form is motivated by
the fact that the LoTSS radio sources contain two main popula-
tions of objects, AGNs, and SFGs. At low redshifts, we expect
their numbers to grow proportionally to the volume for both pop-
ulations, which motivates the factor of z

2, which would be exact
for any redshift in a de Sitter model. The factor 1/(1 + z) pro-
vides a simple correction for a ⇤CDM model, and gives a good
approximation up to the redshift of ⇠ 0.2. For higher redshifts,
the flux density limitation of the sample becomes the dominant
aspect, and the form of the luminosity function for each popula-
tion starts to be important. The AGN radio luminosity function is
typically approximated by a double power law, which motivates
the power law term, while the SFG radio luminosity function is
typically modelled as a Schechter function (Bonato et al. 2017),
which exhibits an exponential cut-off, and motivates the first
term. The relative fraction of both contributions is controlled by
the parameter r. We verified that this three-parameter model pro-
vides a good semi-empirical fit and is superior to other simple
parameterisations that have been tested. Table 1 shows the con-
strained parameters, based on the uncertainties mentioned above,
for the 1.5 mJy and 2.0 mJy samples, while Fig. 2 shows the
resulting redshift distributions. The blue and orange bands show
the 1� constraints measured from the deep fields for the 1.5 mJy
and 2 mJy cuts, respectively, with the corresponding solid lines
showing the best-fit model of Eq. (14) in each case.

4.3. Bias models

Given the wide range of redshifts covered by the samples stud-
ied, the evolution of the linear galaxy bias over that range must
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Fig. 3. Comparison of the linear and HALOFITmatter power spectrum for the auto- and cross-correlation (left and right, respectively). We note that
the shot noise is reported for each multipole separately, while the correlation signal is calculated in the bins of 50 multipoles. The solid lines show
the best-fit results with different 3D power spectrum models, while dashed lines show the models with the same resulting best-fit parameters as
obtained for solid lines, but with only matter power spectrum changed to the other model. Hence, the difference between the corresponding solid
and dashed lines stems only from a difference between linear and HALOFIT models. The vertical dashed lines mark the multipole ranges used in
this analysis: the fiducial 50  `  250 and 50  `  500, as well as larger 50  `  500 and 50  `  800, for C

gg
` and C

g
` respectively. The fits

shown here were made on the fiducial multipole range, where differences between the linear and HALOFIT models are between 1� � 2� of errors
on data measurements.

Table 2. All parameters used in the inference with the corresponding
priors and initial values.

Prior Middle point

Constant bias bg Positive 2.0
Const. amplitude bias bg,D Positive 1.5
Quadratic bias b0 Positive 1.5

b1 Positive 1.0
b2 None 0.1

Redshift distribution z0 Positive 0.05
a None 5.0
r Positive 0.2

Shot noise amplitude Asn [0.8, 1.4] 1.1
Matter fluctuations �8 Positive 0.81

Notes. We require b0 and b1 to be positive, in order to obtain positive
a, and to be increasing at low redshifts. We allow b2 to be negative, as it
can both increase and decrease the bias evolution. The initial values are
drawn uniformly from a range centred at the ‘middle point’ and bounded
by plus and minus 20% of this value.

where F denotes the �2 cumulative distribution function.
To explore the posterior distribution function we make use of

rejection sampling via Monte-Carlo Markov chains (MCMC) as
implemented in the public emcee code (Foreman-Mackey et al.
2013). Table 2 lists the parameters of interest explored in Sect. 5
together with their priors. We free up the value of �8 only in
Sect. 5.4. The MCMC chains were generated using 32 walk-
ers and a convergence condition ensuring that the number of
samples is equal to or higher than 40 times the mean of the
auto-correlation scale for all the inferred parameters.

5. Results

5.1. Power spectra

Figure 3 shows the measurements of the LoTSS DR2 auto-
spectrum, and its cross-correlation with the Planck lensing map

(left and right panels respectively). The solid grey line in the
left panel shows the expected contribution from shot noise. As
expected, given the broad redshift range covered by the sample,
the auto-correlation has a featureless, roughly power-law-like
behaviour, which is detected at relatively high significance over
all the scales explored. The cross-correlation is also clearly
detected to scales ` ⇠ 800. Quantifying the significance of
this detection as described in Sect. 4.5 (from the �2 difference
between best-fit model and null hypothesis), including these
scales, we obtain a signal-to-noise of:
✓

S

N

◆

`800
= 26.6. (23)

This is one of the most significant detections of the cross-
correlation between radio galaxies and CMB lensing so far,
comparable to the significance of the correlation with the NVSS
sample over a much larger area (Planck Collaboration XVII
2014). Considering only the fiducial scales `  500 that we will
include in the analysis, the significance is
✓

S

N

◆

`500
= 23.1. (24)

This is a factor ⇠ 3.6 higher than the detection in A21 using
LoTSS DR1, in good agreement with the expectation given the
relative increase in area between both releases (assuming that
S/N scales as

p
fsky). For the auto-correlation, we obtain the

signal-to-noise ratio of 34.6� at `  500, and 17.9� at `  250.
Figure 3 also shows the best-fit predictions for both power

spectra using the constant amplitude bias model and linear
(green line) and HALOFIT (orange line) predictions, as well as
corresponding models resulting from using the same best-fit
parameters as found earlier, but changing only the matter power
spectrum (both dashed lines). Comparing the same colour solid
and dashed lines, linear and HALOFIT predictions begin to differ
from one another by more than 2� of the statistical uncertain-
ties in our measurements of C

gg
` at ` = 250, and about 1� of the

error of C
g
` at ` = 500 in case of the cross-correlation. Using the

approximation ✓ ' 180�/`, those scales translate to ⇠0.72� and
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p(z) from LoTSS deep fields 
stacked photo-z posteriors

Nakoneczny, S. J., et al.: A&A, 681, A105 (2024)

Fig. 6. Comparison of our fit to redshift distribution and bias from our
fiducial approach and bg,D/D(z) bias modelling, against the results from
Tomographer.

2 million spectroscopic objects covering about 10 000 square
degrees, based on samples of galaxies and quasars from the
Sloan Digital Sky Survey (SDSS, Strauss et al. 2002; Blanton
et al. 2005; Schneider et al. 2010; Reid et al. 2016; Pâris et al.
2017; Ata et al. 2018; Bautista et al. 2018). We compare the result
from Tomographer with the product of the redshift distribution
obtained from the deep fields and the best-fit 1/D(z) bias model.
Figure 6 shows the results, with Tomographer measurements
shown as points with error bars, and the 68% confidence interval
of our estimated bg(z) p(z) shown as an orange band. Both results
are in broad agreement, but there is some potential evidence of
a higher bias at z & 1.5, which could be confirmed with future
LoTSS data releases, or with a dedicated cross-correlation anal-
ysis involving a dense optical galaxy sample at those redshifts
(e.g. Meisner et al. 2018; Storey-Fisher et al. 2023).

5.4. Constraining �8

We put constraints on the �8 parameter by using C
gg
` and C

g
`

at the fiducial ` < (250, 500) scale cuts, together with the deep
fields p(z), the HALOFIT matter power spectrum, and the 1/D(z)
bias model, as justified in previous sections. Our data is not yet
powerful enough to break the degeneracy between different cos-
mological parameters, and therefore we only vary the amplitude
of matter fluctuations, parametrised by �8. Our measurement
thus corresponds to an independent constraint on the growth of
structure at low redshifts, assuming that CMB data can reliably
constrain all background evolution parameters (⌦c,⌦b, H0, etc.).
Combinations with other datasets (e.g. BAO measurements) may
allow us to break these degeneracies independently from the
CMB, but we leave this analysis for future work.

The resulting 68% CL constraints on �8 are

�8 = 0.75+0.05
�0.04. (25)

The full marginalised distribution is shown in Fig. 7, together
with the constraints from Planck (Planck Collaboration I 2020),
as well as the Kilo-Degree Survey (KiDS, Heymans et al. 2021),
and the Dark Energy Survey (DES, Abbott et al. 2022). The
fiducial measurement (first from the top in Fig. 7) is in agree-
ment with the weak lensing surveys, and at 1.2� difference from

Fig. 7. Constraints on �8 using C
gg
` and C

g
` at the fiducial ` <

(250, 500), the bg,D/D(z) bias modelling, HALOFIT matter power spec-
trum, and Planck cosmology assumed for parameters other than �8, The
top bar shows constraints form the LoTSS DR1 (Alonso et al. 2021),
and the three bottom bars present Planck (Planck Collaboration I 2020),
KiDS (Heymans et al. 2021), and DES (Abbott et al. 2022).

the CMB constraints by Planck. The measurement using lin-
ear matter power spectrum (second from the top in Fig. 7) is
in agreement with the fiducial setup, which uses the HALOFIT
modelling, but it is closer than the HALOFIT to the measure-
ments from Planck. To test the robustness of this result to the
choice of galaxy sample, we repeat the analysis for the fiducial
flux and S/N cuts of A21 (2.0 mJy, 5.0 respectively, third and
fourth from the top in Fig. 7). We obtain�8 = 0.82+0.08

�0.07, in agree-
ment with the result found for the fiducial sample, but we note
higher uncertainty of the estimations using this additional sam-
ple. These results are summarised in Table 5. The full posterior
distribution of all model parameters is shown in Fig. A.1.

5.5. Integrated Sachs-Wolfe effect

The ISW signal is especially useful for cosmology, as it is sen-
sitive to the dark energy equation of state. However, sufficiently
large sky coverage of the galaxy sample is needed for it to be
detected, which is not yet the case for LoTSS. Figure 8 shows
the measured cross-correlation between our LoTSS DR2 sample
limited at 1.5 mJy and the CMB temperature anisotropies mea-
sured by Planck. This measurement was carried out using thinner
` bins (�` = 16) to concentrate on the largest scales, where the
ISW signal is the most significant. The orange lines in the same
plot show the theoretical prediction for values of the galaxy bias
selected by the MCMC chains run in Sect. 5.2 for the 1/D(z)
model using HALOFIT. Fixing the galaxy bias to the best-fit value
found in Sect. 5.2, and comparing the �2 value of the measured
C
gT
` with respect to the null-hypothesis and the best-fit model,

we determine that the ISW signal is not significantly detected.
A higher-significance measurement of this signal can be
expected with future releases of LoTSS covering the full
northern sky.
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LoTSS DR2 assessment of  tension  
LoTSS DR3 will reduce errors by factor of 1.7

Nakoneczny et al. 2024

σ8
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A window to the very early Universe
Lepton asymmetry, primordial black holes, and LIGO/VIRGO data

Prediction of PBHBM as 
function of lepton asymmetry 
Compare to LIGO/VIRGO (O1-3)  
black hole population


Bödeker, Kühnel, Oldengott, 
Schwarz 2021
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Conclusions
Opportunities for the DZA

• Excess source count dipole needs to be understood, same for , …


• Check „established“ cosmology by independent methods


• Look into data that do not address your science question                                
— you might find an answer


• Combining SKA and ET @ DZA offers fantastic potential for many synergies 

• Instrumentation, pipelines, and data analysis need theory to maximise RoI

H0, σ8
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Cosmic source count dipole forecasts for SKA

14 David J. Bacon et al.

Table 7. Fitting coefficients for dn/dz and b(z) for a HI galaxy sample from the SKA1 Medium-Deep Band 2 Survey, for two detection
thresholds. zmax is the maximum redshift at which n(z)P(kNL)> 1, where kNL is the non-linear scale.

Survey Thres. c1 c2 c3 c4 c5 zmax Ngal/106

SKA1Medium-Deep Band 2 Survey 5σ 5.450 1.310 14.394 0.616 1.017 0.391 3.49

8σ 4.939 1.027 14.125 0.913 −0.153 0.329 2.04

CMB dipole
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structure dipole

kinematic &
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w/o local structure
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Figure 10. Dipole directions (left) and histogram of dipole amplitudes (right) based on 100 LSS simulations each for a flux density threshold of 22.8µJy at 700 MHz without kinetic
dipole (pink), with kinetic dipole (purple) and with the contribution from the local structure dipole removed (red). The blue dot shows the direction of the CMB dipole. The results
are displayed in galactic coordinates and in stereographic projection.

Table 8. Binned number density and bias of HI galaxies, and
corresponding flux r.m.s. sensitivity, for the SKA1 Medium-Deep
Band 2 Survey. The assumed detection threshold is 5σ .

zmin zmax n(z) [Mpc–3] b(z) Srms [µJy]

0.0 0.1 2.73× 10−2 0.657 117.9

0.1 0.2 4.93× 10−3 0.714 109.6

0.2 0.3 9.49× 10−4 0.789 102.9

0.3 0.4 2.23× 10−4 0.876 97.5

0.4 0.5 6.44× 10−5 0.966 93.1

optimisation study to establish the optimal survey area as a
function of total survey time, finding that the Wide Band 1
Survey would optimise the survey volume that is sample vari-
ance limited, while the Medium-Deep Band 2 Survey would pro-
vide a reasonable trade-off between total volume and maximum
redshift.

Alternative number density predictions were made in Harrison
et al. (2017), using a Bayesian line-fitting method on simulated
spectra for continuum-selected galaxies (i.e. a non-blind survey).
The population of galaxies that is selected by this method is quite
different to those selected using the SNR threshold of Yahya et al.
(2015) but, coincidentally, the predicted number density curves
are very similar. Typically ∼10% of continuum galaxies (for the
Medium-Deep Band 2 Survey) will have significant detections of
the 21-cm line using this method.

We note that bright RFI from navigation satellites is expected
to impact our ability to detect HI galaxies in the redshift range
from approximately 0.09! z! 0.23, corresponding to 1164–1300
MHz. Terrestrial RFI is also expected to be present elsewhere in
the band, but at a much lower level thanks to the excellent radio-
quietness of the SKA1-MID site. Source detection algorithms can
also incorporate features to reject RFI.

4.2. Cosmological probes

The primary purpose of spectroscopic galaxy redshift surveys is
generally to measure the 3D clustering of galaxies, particularly the
Baryon Acoustic Oscillation (BAO) scale and RSD features in the
galaxy 2-point function, which we discuss below. Several other
probes will be supported by the HI galaxy survey, however, provid-
ing additional information about galaxy velocities, weak lensing
convergence, and the distribution of cosmic voids. Each of these
will require alternative analysis pipelines to be developed, with the
ability to measure marked correlation functions, galaxy sizes, and
21-cm line widths, in addition to the usual 3D position informa-
tion. While these probes will not drive the survey optimisation,
they provide new information that will enable a number of novel
cosmological analyses, and hence it is important to make sure
that they are accommodated in the survey specifications. It is also
important to ensure appropriate sky overlap with other surveys
that provide complementary information, such as optical images
(for lensing studies) and γ -ray maps (for detecting dark matter
annihilation in cross-correlation).

4.2.1. Baryon Acoustic Oscillations and RSDs

The BAO feature is a preferred scale in the clustering of galaxies,
set by sound waves emitted in the early Universe when photons
and baryons were coupled. Since the true physical scale of the
BAO is known from CMB observations, we can use the feature
as a ‘standard ruler’ to measure the cosmological expansion rate
and distance-redshift relation. This is achieved by separately mea-
suring the apparent size of the BAO feature in the transverse and
radial directions on the sky, and comparing with its known physi-
cal size [set by the size of the comoving sound horizon during the
baryon drag epoch, rs(zd)]. The radial BAO scale is sensitive to the
expansion rate,H(z), while the transverse BAO scale is sensitive to
the angular diameter distance, DA(z).

099��
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SKA Cosmology SWG: Bacon et al. 2020
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LOFAR Two-metre Sky Survey DR2

Angular clustering in LoTSS-DR2 6543 

MNRAS 527, 6540–6568 (2024) 

Figure 1. Sky density distribution of all sources in the LoTSS-DR2 survey (upper panel) from Shimwell et al. ( 2022 ) and for the random catalogues generated 
for this work (lower; prior to any flux density, SNR or spatial cuts). This shows the two large regions covered by the survey, centred on right ascensions of 
1 h (15 ◦) and 13 h (195 ◦). The figure is plotted in the Mollweide projection using HealPix (G ́orski et al. 2005 ; Zonca et al. 2020 ) with an N side = 256. The 
colour-scale indicates the source density per sq. deg across the field of view. 
catalogues from PYBDSF were cross-matched to host galaxies 
(Kondapally et al. 2021 ) using a wealth of ancillary data. This 
cross-matched area constituted a total area of 8 . 6 deg 2 in the Bo ̈otes 
field, 6 . 7 deg 2 in ELAIS-N1 and 10 . 3 deg 2 in the Lockman Hole 
field, totalling 25 . 6 deg 2 across the three fields. For the cross- 
matched sources, a redshift was also associated to the source using a 
combination of template fitting to the multiwavelength data as well 
as machine-learning methods in order to obtain probability density 
functions (PDFs) for the redshift distributions, denoted p ( z). A ‘best 
redshift’ was then assigned to each source based on the PDF, or a 
spectroscopic redshift if such was available for the sources. More 
detail on this can be found in Duncan et al. ( 2021 ). We use these 
redshift distributions to estimate the redshift distribution, p ( z), for 
sources in the wider LoTSS-DR2 surv e y. This will be discussed 
further in Section 5.1 . 
3  A N G U L A R  CL U S T ERI N G  A N D  R A N D O M S  
G E N E R AT I O N  
3.1 Angular clustering 
As discussed in Section 1 , one way to investigate the clustering of 
sources within a galaxy catalogue is through measuring the angular 
two-point correlation function (TPCF), denoted by ω( θ ). The TPCF 
quantifies the excess clustering observed at a given angular separation 
in the catalogue data, compared to what would be observed over the 
field of view if there was no large-scale structure within the data. 
Naiv ely, such e xcess probability to detect galaxies in the data at a 
given angular separation compared to the distribution from random 
sources is given by : 
ω( θ ) = DD ( θ ) 

RR ( θ ) − 1 . (4) 

In this estimator, DD ( θ ) is the counts of pairs of galaxies within the 
data catalogue at a given angular separation θ (normalised such 
that # θDD ( θ ) = 1) and RR ( θ ) is the corresponding normalised 
pair counts within a random catalogue. This random catalogue is 
generated to mimic observational effects across the field of view. If 
the data were indeed randomly distributed and exhibited no large- 
scale structure behaviour, ω( θ ) would fluctuate around a value of 
0. Any deviation from this suggests intrinsic large-scale structure. 
A number of predictions for galaxies as well as observations have 
suggested that this angular clustering behaves as a power law 
for galaxies and specifically radio sources (see e.g. Peebles 1980 ; 
Blake & Wall 2002 ; Lindsay et al. 2014a ; Magliocchetti et al. 2017 , 
but see Section 4 ). Whilst Equation 4 could be used to estimate ω( θ ), 
work by Landy & Szalay ( 1993 ) has shown that a more accurate 
estimator of ω( θ ) is given by: 
ω( θ ) = DD ( θ ) − 2 DR ( θ ) + RR ( θ ) 

RR ( θ ) . (5) 
In this estimator, DR ( θ ) is the corresponding normalised pair counts 
between the data and random catalogues within a given angular 
separation. This estimator has been shown to have minimal variance 
and be less biased than other estimators such as Equation 4 (see 
Landy & Szalay 1993 ). As such, we use Equation 5 to calculate ω( θ ) 
in this work. 

To calculate ω( θ ), a random catalogue must first be generated 
to compare to the data. If source detection across the field of 
view were uniform, such a random catalogue could be generated 
through sampling random positions across the observed field of 
vie w. Ho we ver, the detection of sources is not uniform (see Fig. 
1 ) and will be affected by a number of observ ational ef fects across 
the sky. Thus, the generation of randoms which accurately mimic the 
detection of sources across the sky is crucial to a v oid observational 
effects being mistaken for intrinsic large-scale structure. We therefore 
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charge densities, the entropy and the energy density follow from (3.11), (3.13) and (1.49)

nQCD
a

(T, µ) = �ab(T )µb +O(µ3), (4.31)

sQCD(T, µ) = T
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Let us now turn to the QCD phase diagram in the (µB � T )-plane depicted in Figure 1.
Lattice QCD calculations show that at µ = 0 the transition is described by a crossover [2],
where the transition temperature is given by [3]

TQCD = 158.0± 0.6 MeV. (4.36)

The phase diagram at high chemical potentials and vanishing temperatures can be an-
alyzed using the Nambu-Jona-Lasinio model [5], which indicates that in this region one
expects a first-order phase transition. This immediately leads to the idea of a critical
point, the line of first-order transition cannot end at µB = 0. Instead, such a line would
end at a critical point of second order at some finite µB, depicted as a dot in Figure 1. So
far it has been shown that there is no sign of such a critical point up to µB ⇡ 300MeV [3].

Figure 1: Sketch of the QCD phase diagram. The dotted line represents a crossover, the solid
lines first order phase transitions and the dots critical points.

Another aspect of the phase diagram in Figure 1 is the liquid-gas transition of nuclear
matter. An important property of nuclear matter at T = 0 is the saturation density

24

Figure 2: Cosmic Trajectory in the (µB � T )-, (µQ � T )- and (µLe � T )-plane for di↵erent
lepton asymmetries l, the HRG results are given by the low temperature regime and
the ideal quark results gas by the high temperature regime. The dashed lines (not
visible in this range) in the low temperature regime represent the PDG 2018 results
and the solid lines the PDG 2022 results both with mass threshold m⇤(2350). The
dots in the intermediate temperature regime show the results using 2+1+1 flavor
lattice QCD susceptibilities.
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