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Most precise evidence for gravitational waves today: Double Pulsar
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PN levels, allowing for possible GR violations at different
PN levels (i.e., different powers of frequency), one at a
time. Note that Fig. 7 uses the “relative” PN order in the
radiation reaction (i.e., PN order beyond the Einstein
quadrupole formula), where the leading order, i.e., 0PN,
occurs at the 2.5PN order in the binary equations of motion
(see, e.g., Ref. [123] for a detailed discussion). Because of
the many orbits since 2003 (approximately 60 000), which
can be tracked with high precision in a phase-coherent
timing solution, the double pulsar leads to considerably
tighter constraints at low PN orders, whereas it becomes
very quickly less constraining for higher PN orders, due to
its comparatively small velocity (v ∼ 0.002c).
While Fig. 7 certainly serves as a comparison on how

much a given PN parameter of the inspiral phase evolution
can (each at a time) deviate from its GR value in the
different experiments, that figure has to be taken with a
grain of salt when it comes to interpreting these bounds as
limits on deviations from GR predicted by alternative
theories of gravity. First, such a comparison mixes tests
from two different types of compact objects, i.e., NSs and
BHs, which might behave quite differently depending on

how GR is broken. Hence, constraints from experiments
with material bodies might not apply to BH dynamics
and vice versa. Particularly obvious cases are alternative
theories where BH binaries behave like in GR (e.g.,
Ref. [183]) or alternative theories where NSs do not carry
any scalar charge, while BHs do [184]. Second, the double
pulsar tests a different gravity regime (mildly relativistic
strong field) compared to the GW merger events (highly
relativistic strong field). For instance, the double pulsar test
would generally be insensitive to modifications of GR that
lead only to short-range effects (e.g., Refs. [185,186]); see
also Ref. [187]. Nevertheless, at least to some extent, such a
comparison illustrates the complementarity of binary pulsar
experiments and merger observations by GW detectors, as
long as one keeps in mind the qualitative differences of the
various experiments, which are closely linked to the details
of a given theory of gravity.

3. Lense-Thirring effect and equation of state

In Sec. VI B 1, we use constraints on the MOI of pulsar
A, IA, derived from the multimessenger analysis in
Ref. [112], in order to obtain the best mass estimates for
the double pulsar, as given in Eqs. (36)–(38). In this
section, at first, we ignore any existing constraints on
the EOS of NSs and simultaneously determinemA,mB, and
IA, following the procedure outlined in Ref. [110]. As in
Sec. VI B 1, we assume GR to be the correct theory of
gravity and use the three best PK parameters to simulta-
neously calculate the individual masses of the double pulsar
and the MOI of A. From the calculations in Sec. VI B 1, it is
already obvious that the combination of the PK parameters
k, s, and _Pb is expected to give by far the best results. In a
way, we use s and _Pb to determine the masses mA and mB
and then usemA to extract IA from the observed advance of
periastron kobs (see _ω≡ nbk in Table IV), a procedure
already proposed for the double pulsar in Ref. [33]. In
practice, the calculations are slightly more complicated, as
_Pb also has a contribution proportional to IA [see Eq. (20)].
Although that contribution is still smaller than the error in
_Pb, we nevertheless account for it and follow the procedure
in Ref. [110], i.e., calculate mA, mB, and IA by simulta-
neously solving the three equations kobs ¼ kðmA; mB; IAÞ,
sobs ¼ sðmA; mBÞ, and _Pint

b ¼ _PbðmA; mB; IAÞ. By this, we
obtain probability distributions for the double pulsar
masses and the MOI of pulsar A. For the MOI, we find
IA < 3.0 × 1045 g cm2 with 90% confidence. Figure 8
compares our result with those derived from the
GW170817 LIGO/Virgo merger and from NICER x-ray
timing. Using a universal relation, like the one in
Ref. [114], one can convert the probability distribution
of IA into a probability distribution for A’s radius. With
90% confidence, this gives an upper limit for A’s radius of
22 km, a value outside any physically valid EOS and
clearly exceeding the range used in Ref. [114].

FIG. 7. Update of Fig. 6 in Ref. [178] (including data from
Refs. [180,181]), which shows the 90% upper bounds on the
absolute magnitude of the GR violation parameters δφ̂i, from
0PN through 3.5PN (“relative” order) in the inspiral phase (see,
e.g., Ref. [182] for the definition of the PN phase coefficients and
Ref. [178] for further details on the method). As discussed in
Ref. [178], the 0.5PN parameter is zero in GR and, therefore,
understood not as a relative but as an absolute shift. Black circles
show the combined limits from the double BH mergers, blue
squares are the limits from the double-NS merger GW170817,
and red triangles give the limits derived from the double pulsar
GW test in this paper. The PN order on the x axis is in the GR
radiation reaction, where the leading contribution (0PN) corre-
sponds to the dissipative 2.5PN term in the equations of motion.
Note that such a comparison of tests with different compact
objects (BHs vs NSs) as well as different gravity regimes (mildly
relativistic vs highly relativistic strong field) does come with a
caveat, which is explained in more detail in the text.

M. KRAMER et al. PHYS. REV. X 11, 041050 (2021)

041050-24

Kramer et al. (2021) 

• Pulsars approach each other by 7.1490 ±0.0008 mm
• Most precise test of GR’s quadrupole formula:
     Observed/Expected = 0.99996 ±0.00006 (95% c.l.)
• Precision is so high that we need to take mass loss due to 

rotational spin-down into account, i.e.   
     8.4 Million tons/second = 3.2 x 10-21 MA per second
• But, pulsars not only as sources of GW – also as detectors



Building a galaxy-sized gravitational wave detector: an array of pulsars



Pulsar-Earth arm of a GW detector
The timing residual is the integral over TOA variation over the duration of the timing experiment:

With Doppler shift due to GW 
given by:

geometry Earth pulsar

  Norbert Wex / GR@99 / Bad Honnef / 2014-09-17

Pulsars as gravitational-wave detectors
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CONSTRAINING THE PROPERTIES OF SUPERMASSIVE BLACK HOLE SYSTEMS
USING PULSAR TIMING: APPLICATION TO 3C 66B
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ABSTRACT

General expressions for the expected timing residuals induced by gravitational wave (G-wave) emission from
a slowly evolving, eccentric, binary black hole system are derived here for the first time. These expressions are
used to search for the signature of G-waves emitted by the proposed supermassive binary black hole system in
3C 66B. We use data from long-term timing observations of the radio pulsar PSR B1855+09. For the case of a
circular orbit, the emitted G-waves should generate clearly detectable fluctuations in the pulse-arrival times of
PSR B1855+09. Since no G-waves are detected, the waveforms are used in a Monte Carlo analysis in order to
place limits on the mass and eccentricity of the proposed black hole system. The analysis presented here rules out
the adopted system with 95% confidence. The reported analysis also demonstrates several interesting features of
a G-wave detector based on pulsar timing.

Subject headings: black hole physics — gravitational waves — pulsars: general —
pulsars: individual (B1855+09)

1. INTRODUCTION

This work describes a general technique used to constrain
the properties of supermassive binary black hole (SBBH)
systems using pulsar-timing observations. This technique is
applied to the recently proposed SBBH system in 3C 66B
(Sudou et al. 2003; hereafter S03) using 7 yr of timing data
from the radio pulsar PSR B1855+09. Given the length of
the available data set and this pulsar’s low rms timing noise
(1.5 !s), these data are well suited for this analysis.

Expressions are derived for the expected timing residuals
induced by G-waves generated from two orbiting masses. The
effects of orbital eccentricity, viewing geometry, and post-
Newtonian orbital evolution are included. Since the resulting
waveforms are quasi-periodic, although not necessarily sinu-
soidal, a periodogram analysis together with harmonic sum-
ming can be used to search for the signature of G-waves in
pulsar-timing data. When this signature is detected, the de-
rived expressions can be used to determine the system’s chirp
mass and eccentricity. For a nondetection, these expression
can be used in a Monte Carlo analysis in order to place limits
on the properties of the proposed system.

In this work, the derived expressions are used to place limits
on the proposed SBBH system in 3C 66B, a nearby (z ¼ 0:02)
radio galaxy. S03 recently suggested that this galaxy may
contain a SBBH system with a current period of 1.05 yr, a
total mass of 5:4 ; 1010 M", and a mass ratio of 0.1. Such a
system will merge in #5 yr. Although it would be fortuitous to
catch such a system so close to coalescence, the reward for
directly detecting G-waves for the first time is large enough to
warrant a short investigation focused on this system.

Future work will place constraints on other known nearby
candidate SBBH systems. Lommen & Backer (2001) showed
that meaningful constraints could be placed on about a dozen
nearby sources, if pulsar timing can reach sensitivities of
100 ns. The residual expressions derived here can be used
to place limits on the chirp mass and eccentricity of these
systems. These expressions also show how the same G-wave
will affect multiple sources, thus allowing one to discriminate
between G-wave-induced and non–G-wave-induced timing
fluctuations.

Section 2 describes the expected signature of G-wave
emission from a general binary system; x 3 applies these re-
sults to the specific case of the proposed system in 3C 66B. The
observations of PSR B1855+09 used to search for G-waves
are described in x 4. Section 5 discusses the search tech-
niques employed as well as the Monte Carlo simulation used
to place limits on the mass and eccentricity of the system.
The results are discussed in x 6.

2. THE SIGNATURE OF A SBBH

The orbital motion of a SBBH system will generate gravi-
tational radiation. The emitted G-waves will induce periodic
oscillations in the arrival times of individual pulses from
radio pulsars. Given a model for the pulse arrival times in the
absence of G-waves, one can generate a time series of
‘‘residuals,’’ which are the observed pulse arrival times minus
the expected pulse arrival times. Ideally, the effects of known
accelerations are removed from the timing residuals, leaving
only the variations due to the presence of G-waves.

The emitted G-waves are described by two functions of
spacetime, hþ and h;, which correspond to the gravitational
wave strain of the two polarization modes of the radiation
field. As these waves pass between the Earth and a pulsar, the
observed timing residuals, R(t), will vary as (Estabrook &
Wahlquist 1975; Detweiler 1979)

R(t) ¼ 1

2
1þ cos !ð Þ rþ tð Þ cos 2 ð Þ þ r; tð Þ sin 2 ð Þ½ (; ð1Þ
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Variations in the pulse arrival times compared to h = 0 (residuals)

"Earth term"

"pulsar term"

where t is time, ! is the opening angle between the G-wave
source and the pulsar relative to Earth,  is the G-wave
polarization angle, and the ‘‘+’’ and ‘‘;’’ refer to the two
G-wave polarization states. The functions rþ and r;, referred
to collectively as rþ;;, are related to the G-wave strain by

rþ;;(t) ¼ reþ;;(t)# r
p
þ;;(t); ð2Þ

reþ;;(t) ¼
Z t

0

heþ;;(") d"; ð3Þ

r
p
þ;;(t) ¼

Z t

0

h
p
þ;; " # d

c
1# cos !ð Þ

! "
d"; ð4Þ

where heþ;;(t) is the G-wave strain at Earth, h
p
þ;;(t) is the

gravitational wave strain at the pulsar, " is the time integration
variable, d is the distance between Earth and the pulsar, and c
is the speed of light. Note that the pulsar term, hpþ;;, is eval-
uated at the current time minus a geometric delay.

G-waves emitted by a system in a circular orbit (i.e., zero
eccentricity) will vary sinusoidally as a function of time, with
a frequency given by twice the orbital frequency. For eccentric
systems, the emitted waves will contain several harmonics of
the orbital frequency. The second harmonic will dominate at
low eccentricities, while the fundamental (i.e., the orbital)
frequency will dominate at high eccentricities. In general, the
period and eccentricity of a binary system will be decreas-
ing with time, because the system is radiating away energy
and angular momentum in G-waves. Hence, the frequencies
present in hþ;;(t) will vary with time. Since r eþ;; and r

p
þ;; may

be generated by hþ;;(t) at epochs separated by an extremely
long time interval, the frequency content of these terms may
differ significantly.

The G-wave strain, h(t), induced by a black hole binary can
be calculated using the standard weak-field approximation
applied to two orbiting point masses (Wahlquist 1987). The
expected residuals are found by integrating h(t) with respect to
time (see eqs. [2]–[4]):

reþ(t) ¼ # (t) A(t) cos (2$)# B(t) sin (2$)½ '; ð5Þ

re;(t) ¼ # (t) A(t) sin (2$)þ B(t) cos (2$)½ '; ð6Þ

# (t) ¼ M 5=3
c

D!1=3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1# e(t)2

p

1þ e(t) cos %(t)½ '
; ð7Þ

where D is the distance to the source, $ is the orientation of
the line of nodes on the sky, !(t) is the orbital frequency, e(t)
is the eccentricity, %(t) is the orbital phase, and Mc is the
‘‘chirp mass,’’ defined as

Mc ¼ Mt
m1m2

M2
t

$ %3=5

; ð8Þ

where Mt ¼ m1 þ m2 and m1 and m2 are the masses of the
individual black holes. Note that all units from equation (5) on
are in ‘‘geometrized’’ units,5 where G ¼ c ¼ 1. A(t) and B(t)
are given by

A(t) ¼ 2e(t) sin %(t)½ ' cos %(t)# %n½ '2# cos i½ '2 sin %(t)# %n½ '2
n o

# 1

2
sin 2 %(t)# %n½ 'f gf1þ e(t) cos ½%(t)'g 3þ cos 2ið Þ½ ';

ð9Þ

B(t) ¼ 2 cos i cos 2 %(t)# %n½ 'f gþ e(t) cos ½%(t)# 2%n'ð Þ; ð10Þ

where i and %n are the orbital inclination angle and the value of
% at the line of nodes, respectively (Wahlquist 1987). Values
for %(t) and e(t) are given by the coupled differential equations
(Wahlquist 1987; Peters 1964)

d%

dt
¼ !(t)

1þ e(t) cos %(t)½ 'f g2

1# e tð Þ2
h i3=2 ; ð11Þ

de

dt
¼# 304

15
M 5=3

c !8=3
0 &#4

0

e tð Þ#29=19 1# e tð Þ2
h i3=2

1þ 121=304ð Þe tð Þ2
h i1181=2299 ;

ð12Þ

where !0 is the initial value of !(t) and &0 is a constant that
depends on the initial eccentricity e0:

&0 ¼ 1# e20
& '

e
#12=19
0 1þ 121

304
e20

! "#870=2299

: ð13Þ

Here !(t) is given by

!(t) ¼ a0e tð Þ#18=19 1# e tð Þ2
h i3=2

1þ 121

304
e tð Þ2

! "#1305=2299

;

ð14Þ

where a0 is determined by the initial condition !(t ¼ 0) ¼ !0.
The above equations are accurate to first order in v=c and valid
only when both e(t) and !(t) vary slowly with time. The
expressions for rpþ;; are identical to those for r

e
þ;;. Note that r

p
þ;;

is evaluated at an earlier time than reþ;; (see eqs. [3] and [4]).

3. APPLICATION TO 3C 66B

S03 suggest the presence of a 1:3 ; 1010M( black hole bi-
nary in the radio galaxy 3C 66B. Their VLBI measurements at
both 8.4 and 2.3 GHz show the elliptical motion of a radio
core with a period of 1:05 ) 0:03 yr at epoch 2002. Normally,
this motion would be attributed to the precession of a jet (e.g.,
Katz 1997), but in this case, S03 argue that the observed
motion is due to the orbit of the jet’s source, a supermassive
black hole, around a supermassive black hole companion.
Concerning these claims, we note several issues. First, only a
single orbit is observed, i.e., the elliptical motion has not yet
been shown to be repeatable. Second, S03 do not address the
possibility that the observed elliptical motion, which is per-
ilously close to having a 1 yr period, is somehow the result of
the Earth’s motion around the Sun. Third, they suggest that the
system will merge in about 5 yr. Hence, the a priori probability
that we have ‘‘caught’’ such a system in the act of coalescence
is very low. Nonetheless, the proposed system would generate5 In geometrized units, mass and distance are in units of time.

JENET ET AL.800 Vol. 606

φ = φ0 + ν0(t− t0) +
1

2
ν̇0(t− t0)

2

a priori unknown

c Tobs ∼ λ ≪ d -> short wavelength approximation

[ Detweiler 1979, Jenet et al. 2004 ]

Note:

• We can assume distant sources: planar waves
• We will see: wavelengths = tens of parsecs
• While pulsars further away:  long-arm detector, L >> ! 
      (unlike LIGO, where arms are shorter than wavelengths)
• Two terms: Earth and pulsar termWex



Frequency range of a Pulsar Timing Array (PTA)

GW
 a

m
pl

itu
de

, c
ha

r. 
st

ra
in

GW frequency

Highest frequency is given by cadence:   ~1 per month         =>  ~400 nHz 
Lowest frequency is given by observing length:   ~10 years  =>       ~3 nHz 

We are sensitive to gravitational waves with nHz frequencies  - wavelengths of 10-100 pc



Frequency range of a Pulsar Timing Array (PTA)
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FIG. 7: Strain power spectral density (psd) amplitude vs. frequency for various GW detectors and GW

sources (from [118]). See Fig. 6 caption for the meaning of various acronyms.

1993 First successful simulation of the head-on collision of two BHs, QNM ringing of the final BH ob-

served [15].

1993 Choptuik uses mesh refinement and finds evidence of universality and scaling in the gravitational

collapse of a massless scalar field [57].

1994 The “Binary Black Hole Grand Challenge Project”, the first large collaboration with the aim of

solving a specific NR problem (modeling a binary BH coalescence), is launched [58, 131].

1995 Through a conformal decomposition, a split of the extrinsic curvature and use of additional variables

Shibata & Nakamura [173] and Baumgarte & Shapiro (1998) [27] recast the ADM [19] Hamiltonian

equations as the so-called BSSN system.

1996 Brügmann [49] uses mesh refinement for simulations of BH spacetimes.

1998 First stable simulations of a single BH spacetime in fully 4 dimensional NR within a “characteristic

formulation” [92, 120], and two years later within a Cauchy formulation [10].

2000 The first general relativistic simulation of the merger of two NSs [174].

2005 Pretorius [160] achieves the first long-term stable numerical evolution of a BH binary.

2006 Soon afterwards, other groups independently succeed in evolving merging BH binaries using different

techniques [24, 51].

42

Chen et al. 16



Expected amplitudes & sources
Highest frequency is given by cadence:   ~1 per month         =>  ~400 nHz 

Lowest frequency is given by observing length:   ~10 years  =>       ~3 nHz 

Timing residuals for a monochromatic GW (i.e. h = h0 cos(2πft) ), assuming it to be 100ns:

In order to get residuals of 100 ns, one needs:
           h0 = 1.9 x 10-15    at      3 nHz
           h0 = 2.5 x 10-13   at 400 nHz
What sources can produce those?
Binary system (m1=m2):

  Norbert Wex / GR@99 / Bad Honnef / 2014-09-17

Amplitudes and sources

40

Lowest frequency corresponds to Tobs: ∼ 1/10yr ∼ 3 nHz

Highest frequency corresponds to time betweens sessions: ∼ 1/month ∼ 400 nHz

r(t) =

∫ t

0
h(τ) dτ =

h0

2πf
sin(2πft)

Timing residuals for a monochromatic GW [ h = h0 cos(2πft) ]

In order to get residuals of 100 ns
one needs 
  h0 =  1.9 × 10-15 at    3 nHz
  h0 = 2.5 × 10-13 at 400 nHz

What sources are we looking for? 

Binary system (m1 = m2):

M31

Virgo Cluster

Gal. Center

h0 =
c

D

(
GM

c3

)5/3

(πf)2/3

r0 =
c

2D

(
GM

c3

)5/3

(πf)−1/3

Swinburne Astronomy Productions

Slide courtesy N. WexWe could expect to see binary supermassive BH at distances of >50 Mpc



A stochastic background : merging galaxies
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A stochastic background : merging galaxies
Galaxy evolution models predict a hierarchical formation of galaxies

2.5 Millio
nen lty

r

430,000 km/h

We expect a background of SMBH!

NRAO

HST/STScI



A stochastic background : merging galaxies
• Isotropic, stochastic GW background (GWB) signal should essentially have power law 
       (with index " = -2/3)

• Creating a spectrum with amplitude A

(Burke-Spolaor)

EPTA+InPTA: GWB Interpretation

of ultralight scalars, generally motivated by string-theoretical
frameworks (Green et al. 1988; Svrcek & Witten 2006; Arvan-
itaki et al. 2010), is also particularly appealing from the astro-
physical and cosmological point of view. In fact, several poten-
tial issues in the small-scale structure of the Universe, as the
cusp/core (Flores & Primack 1994; Moore 1994; Karukes, E.
V. et al. 2015) or missing satellite (Klypin et al. 1999; Moore
et al. 1999) problems could be disposed of or, at least, miti-
gated assuming that dark matter is made of ultralight particles.
As predicated by Khmelnitsky & Rubakov (2014), the presence
of ULDM induces harmonic delays in advances in arrival times
with a frequency proportional to the ultralight boson mass.

In this paper, we provide a broad overview of the implica-
tions of the signal observed in the second data release of the
EPTA+InPTA (the EPTA and InPTA Collaboration 2023) for
the different physical processes mentioned above. More in-depth
analysis of several of these scenarios will be the subject of sep-
arate future publications. Unless otherwise stated, we consider
each process separately and discuss the implications of the sig-
nal under the assumption that it is indeed generated by that spe-
cific process. We do not attempt any Bayesian model selection
on the signal origin, although a general framework for that is
being developed (Moore & Vecchio 2021). The main reason for
this choice is that, at this stage of data taking and analysis, the
information carried by the signal is not particularly constraining;
the evidence of the measurement is still at ≈ 3σ, and the ampli-
tude and spectral shape of the signal are not very well measured.
With these premises, the result of any model selection is bound
to be severely influenced by the priors employed for each of the
models under examination. This exercise becomes more mean-
ingful as data get more informative, which we strive to achieve
with the analysis of the third release of the combined IPTA data,
which is now being assembled.

The paper is organized as follows. In Sec. 2, we describe the
signal observed by EPTA+InPTA and its main features, includ-
ing its free spectrum and best-fit parameters. We then proceed
with detailing the main implications of the detected signals un-
der the assumption that it is generated by a cosmic population of
SMBHBs (Sec. 3) or by a number of processes occurring in the
early Universe (Sec. 4). In Sec. 5, we investigate the compatibil-
ity of the observed signal with a DM origin and place constraints
on ULDM candidates. Finally, in Sec. 6, we summarize our main
results and discuss future prospects.

2. The observed signal in the EPTA DR2 dataset

Our investigation is based on the results reported in the EPTA
and InPTA Collaborations (2023b, hereinafter PaperIII), which
analyzes the data of 25 MSPs collected by the EPTA using five
of the largest radio telescopes in Europe: the Lovell telescope
at the Jodrell Bank Observatory, the Nançay decimetric radio
telescope, the Westerbork synthesis radio telescope, the Effels-
berg 100 m radio telescope, and the Sardinia radio telescope.
The dataset also includes the Large European Array for Pulsars
(LEAP) data, in which individual telescope observations are co-
herently phased to form an equivalent dish with a diameter of up
to 194 m (Bassa et al. 2016). These data are complemented by
low-frequency observations of a subset of 10 MSPs performed
by the InPTA using the upgraded Giant Metrewave Radio Tele-
scope (uGMRT) and covering about 3.5 years.

The data of each individual pulsar are combined as described
in (the EPTA and InPTA Collaboration 2023) and the noise prop-
erties of each pulsar are then extracted according to the opti-
mized custom noise models presented in (the EPTA and InPTA

Collaborations 2023a). The final result is a dataset of unprece-
dented sensitivity spanning up to 24.7 years. Four versions of the
dataset were analyzed:

1. DR2full. 24.7 years of data taken by the EPTA;
2. DR2new. 10.3 years of data collected by the EPTA using new-

generation wide-band backends;
3. DR2full+. The same as DR2full, but with the addition of

InPTA data;
4. DR2new+. The same as DR2new, but with the addition of

InPTA data.

The analysis presented in this paper refers to the DR2new
dataset only. We do not consider DR2full and DR2full+ be-
cause evidence of quadrupolar correlation (usually referred to as
HD correlation, from Hellings & Downs 1983) of the common
process is weaker in those datasets, potentially due to the lower
quality of early data that were collected with narrowband back-
ends (see discussion in PaperIII). On the other hand, although
the analysis of DR2new+ produced results in broad agreement
with DR2new, that dataset was assembled relatively recently and
has not been analysed as thoroughly. For example, the binned
free-spectra that we will use in some of the following analyses
has not been produced yet.

Before proceeding with the description of the signal detected
in DR2new, here we summarize some notations used in PTA anal-
ysis for the benefit of the reader. The perturbation affecting the
TOAs, whether produced by GWs or DM, is described in terms
of its dimensionless strain h. A broad-band stochastic perturba-
tion is defined by its characteristic dimensionless strain hc( f ),
often modeled as a power law

hc( f ) = A
(

f
f0

)α
. (1)

For example, a population of GW-driven circular SMBHBs pro-
duces a spectrum with α = −2/3 and amplitude A ≈ 10−15,
assuming f0 = 1yr−1. hc( f ) is connected to the differential en-
ergy content of the signal per logarithmic frequency through the
equation:

Ω( f ) =
2π2

3H2
0

f 2h2
c( f ), (2)

where H0 is today’s Hubble expansion parameter. Note that hc( f )
and Ω( f ) provide equivalent parametrizations of the spectrum.
The former is more popular in the astrophysics domain, whereas
the latter is the preferred choice for early Universe and cosmol-
ogy.

Given hc( f ), the one-sided power spectral density induced by
the GW signal in the timing residuals is given by (Lentati et al.
2015):

S ( f ) =
h2

c( f )
12π2 f 3 =

A2

12π2 f 2α
0

f −γ, (3)

where γ = 3 − 2α. PTAs search for HD correlated time delays
with such a power spectrum in the data, and measure the param-
eters A and γ. For an observation timespan T , measurements are
discretized in frequency bins ∆ fi = fi+1− fi, where fi = i/T . It is
then customary to convert S ( f ) in RMS residual induced in the
TOAs in each frequency bin:

RMSi =

(∫

∆ fi
S ( f )d f

)1/2
≈ (S ( fi)∆ fi)1/2 =

(
S ( fi)

T

)1/2
. (4)
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of ultralight scalars, generally motivated by string-theoretical
frameworks (Green et al. 1988; Svrcek & Witten 2006; Arvan-
itaki et al. 2010), is also particularly appealing from the astro-
physical and cosmological point of view. In fact, several poten-
tial issues in the small-scale structure of the Universe, as the
cusp/core (Flores & Primack 1994; Moore 1994; Karukes, E.
V. et al. 2015) or missing satellite (Klypin et al. 1999; Moore
et al. 1999) problems could be disposed of or, at least, miti-
gated assuming that dark matter is made of ultralight particles.
As predicated by Khmelnitsky & Rubakov (2014), the presence
of ULDM induces harmonic delays in advances in arrival times
with a frequency proportional to the ultralight boson mass.

In this paper, we provide a broad overview of the implica-
tions of the signal observed in the second data release of the
EPTA+InPTA (the EPTA and InPTA Collaboration 2023) for
the different physical processes mentioned above. More in-depth
analysis of several of these scenarios will be the subject of sep-
arate future publications. Unless otherwise stated, we consider
each process separately and discuss the implications of the sig-
nal under the assumption that it is indeed generated by that spe-
cific process. We do not attempt any Bayesian model selection
on the signal origin, although a general framework for that is
being developed (Moore & Vecchio 2021). The main reason for
this choice is that, at this stage of data taking and analysis, the
information carried by the signal is not particularly constraining;
the evidence of the measurement is still at ≈ 3σ, and the ampli-
tude and spectral shape of the signal are not very well measured.
With these premises, the result of any model selection is bound
to be severely influenced by the priors employed for each of the
models under examination. This exercise becomes more mean-
ingful as data get more informative, which we strive to achieve
with the analysis of the third release of the combined IPTA data,
which is now being assembled.

The paper is organized as follows. In Sec. 2, we describe the
signal observed by EPTA+InPTA and its main features, includ-
ing its free spectrum and best-fit parameters. We then proceed
with detailing the main implications of the detected signals un-
der the assumption that it is generated by a cosmic population of
SMBHBs (Sec. 3) or by a number of processes occurring in the
early Universe (Sec. 4). In Sec. 5, we investigate the compatibil-
ity of the observed signal with a DM origin and place constraints
on ULDM candidates. Finally, in Sec. 6, we summarize our main
results and discuss future prospects.

2. The observed signal in the EPTA DR2 dataset

Our investigation is based on the results reported in the EPTA
and InPTA Collaborations (2023b, hereinafter PaperIII), which
analyzes the data of 25 MSPs collected by the EPTA using five
of the largest radio telescopes in Europe: the Lovell telescope
at the Jodrell Bank Observatory, the Nançay decimetric radio
telescope, the Westerbork synthesis radio telescope, the Effels-
berg 100 m radio telescope, and the Sardinia radio telescope.
The dataset also includes the Large European Array for Pulsars
(LEAP) data, in which individual telescope observations are co-
herently phased to form an equivalent dish with a diameter of up
to 194 m (Bassa et al. 2016). These data are complemented by
low-frequency observations of a subset of 10 MSPs performed
by the InPTA using the upgraded Giant Metrewave Radio Tele-
scope (uGMRT) and covering about 3.5 years.

The data of each individual pulsar are combined as described
in (the EPTA and InPTA Collaboration 2023) and the noise prop-
erties of each pulsar are then extracted according to the opti-
mized custom noise models presented in (the EPTA and InPTA

Collaborations 2023a). The final result is a dataset of unprece-
dented sensitivity spanning up to 24.7 years. Four versions of the
dataset were analyzed:

1. DR2full. 24.7 years of data taken by the EPTA;
2. DR2new. 10.3 years of data collected by the EPTA using new-

generation wide-band backends;
3. DR2full+. The same as DR2full, but with the addition of

InPTA data;
4. DR2new+. The same as DR2new, but with the addition of

InPTA data.

The analysis presented in this paper refers to the DR2new
dataset only. We do not consider DR2full and DR2full+ be-
cause evidence of quadrupolar correlation (usually referred to as
HD correlation, from Hellings & Downs 1983) of the common
process is weaker in those datasets, potentially due to the lower
quality of early data that were collected with narrowband back-
ends (see discussion in PaperIII). On the other hand, although
the analysis of DR2new+ produced results in broad agreement
with DR2new, that dataset was assembled relatively recently and
has not been analysed as thoroughly. For example, the binned
free-spectra that we will use in some of the following analyses
has not been produced yet.

Before proceeding with the description of the signal detected
in DR2new, here we summarize some notations used in PTA anal-
ysis for the benefit of the reader. The perturbation affecting the
TOAs, whether produced by GWs or DM, is described in terms
of its dimensionless strain h. A broad-band stochastic perturba-
tion is defined by its characteristic dimensionless strain hc( f ),
often modeled as a power law

hc( f ) = A
(

f
f0

)α
. (1)

For example, a population of GW-driven circular SMBHBs pro-
duces a spectrum with α = −2/3 and amplitude A ≈ 10−15,
assuming f0 = 1yr−1. hc( f ) is connected to the differential en-
ergy content of the signal per logarithmic frequency through the
equation:

Ω( f ) =
2π2

3H2
0

f 2h2
c( f ), (2)

where H0 is today’s Hubble expansion parameter. Note that hc( f )
and Ω( f ) provide equivalent parametrizations of the spectrum.
The former is more popular in the astrophysics domain, whereas
the latter is the preferred choice for early Universe and cosmol-
ogy.

Given hc( f ), the one-sided power spectral density induced by
the GW signal in the timing residuals is given by (Lentati et al.
2015):

S ( f ) =
h2

c( f )
12π2 f 3 =

A2

12π2 f 2α
0

f −γ, (3)

where γ = 3 − 2α. PTAs search for HD correlated time delays
with such a power spectrum in the data, and measure the param-
eters A and γ. For an observation timespan T , measurements are
discretized in frequency bins ∆ fi = fi+1− fi, where fi = i/T . It is
then customary to convert S ( f ) in RMS residual induced in the
TOAs in each frequency bin:

RMSi =

(∫

∆ fi
S ( f )d f

)1/2
≈ (S ( fi)∆ fi)1/2 =

(
S ( fi)

T

)1/2
. (4)
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and index, #, expected to be 13/3 in 
simplest case

placing useful constraints on the uncertain parameters in
our model. The ratio of the pulsar detection level to the
characteristic strain spectrum level scales as T13/6.

The pulsar timing array experiment, which will use both
existing and new data sets, can improve on the Kaspi et al.
(1994) result in three obvious ways: (1) smaller timing resid-
uals owing to combined data sets, new and upgraded tele-
scopes, and better data acquisition techniques, (2) more
objects that provide both the capability of actual detection
as opposed to upper limits and, if sufficiently numerous, a
‘‘ root N ’’ advantage, and (3) longer experiment duration.
In Figure 8 we show a reasonable goal for the future: 200 ns
timing precision over 8 yr. Current measurement series are
already achieving this level of precision for a few objects.

5. SUMMARY

We have calculated the spectrum of the stochastic back-
ground of gravitational radiation from the universe of coa-
lescing binary black holes in the centers of galaxies with
simple parameterizations of the current uncertainties. This
is followed by a discussion of the influence of the stochastic
background on precision timing measurements of pulsars,
which includes upper limits on the background and uses of
an array of pulsars for direct detection. This work was moti-
vated by improvements in both our knowledge of the
present-day massive black hole population and the rate of
galaxy mergers as well as new pulsar measurements.

Following the approach of past authors, we construct the
spectrum from coalescing binary MBHs from the galaxy
merger rate, the black hole population demographics

among galaxies, MBH binary dynamics, and MBH binary
GW emission. Our galaxy merger rate is based on observa-
tions of close pairs and an estimate of their dynamical fric-
tion timescale. We convert from the galaxy mass function to
the black hole mass function using recent determinations of
the correlation between black hole mass and spheroid mass.

Our ‘‘ fiducial ’’ model has rapid evolution in the merger
rate per unit time per galaxy as a function of redshift and a
constant mass function of MBHs out to z ¼ 3. The charac-
teristic strain spectrum predicted for this model,
hcð f Þ $ 10%16ðf =yr%1Þ%2=3, is just below the latest observa-
tional limits at f $ 0:2 yr%1. The slope of this prediction
agrees with the work of Rajagopal & Romani (1995) and
Phinney (2001), and our predicted amplitude is comparable,
although dependent on the MBHmass function and merger
rate.

With our formulation we can calculate other quantities.
The number of binaries contributing for unit bandwidth
(!f =f $ 1) at nHz frequencies is approximately 106. It is evi-
dent from our simulations that the variance in the strain
spectrum in the same frequency band is roughly 50%, con-
siderably larger than the 10%3 that would be expected if all
events were weighted equally. This indicates that the spread
around the mean is due to the possibility of a small number
of high-amplitude, nearby events. The median redshift for
the binaries contributing to the spectrum is &1 if the merger
rate evolves relatively slowly with redshift ("d2) but can be
large for strong evolution of the merger rate. The mean
‘‘ chirp ’’ mass is 3' 106 M(, and the mean mass ratio is 11;
the individual masses are then 107 and 106M(.

Our calculations allow us to see directly how the remain-
ing lack of understanding of some of these physical proc-
esses impacts our predictions. These are areas for future
research. The most important factors are as follows:

1. The value of the present-day galaxy merger rate is a
matter of considerable debate. The value we have quoted,
0.09 Gyr%1 per galaxy from Carlberg et al. (2000), is known
to no better than 50%. Moreover, this value is measured for
massive L* galaxies. Does it apply to the wider range har-
boringMBHs?
2. The evolution of the merger rate for moderate red-

shifts (zd1) is even less well known. Looking back still
further, the evolution of the merger rate at z > 1 is yet more
difficult to pin down. The high redshift surveys, in progress
and planned, are crucial for progress.
3. We have not taken into account the details of MBH

binaries dynamics. Under what circumstances, if any, do
MBH binaries make it to the GW regime? We have assumed
that all galaxy mergers promptly lead to coalescence of their
central black holes. A more complex model needs to con-
sider both a delay between merger and coalescence that may
depend on mass and the possibility of expulsion in a triple
system.
4. Throughout, we have simplified the MBH coalescence

rate by splitting the MBH population from the galaxy
merger rate, as in equation (10). Although thisAnsatz is use-
ful for examining the dependences of the results on the vari-
ous ingredients, a full treatment of the time- and mass-
dependent merger rate of galaxies (or the black holes
directly) needs to be included. Appropriate results could
come from considerably improved observations, N-body
simulations, or formalisms such as the Press-Schechter
calculation of the halo mass function.

Fig. 8.—Characteristic strain spectrum hc( f ) for the fiducial models dis-
cussed in the text along with Monte Carlo realizations. The upper heavy
curve and the associated realizations have " ¼ 2; the lower set of curves has
" ¼ 0. The dashed line gives the current best limits on the GW background
from pulsar timing observations. The dotted line shows the expected limits
from a pulsar timing array, after operation for$8 yr.

No. 2, 2003 COALESCENCE RATE OF BLACK HOLE BINARIES 629Jaffee & Backer (2003)

See also Rajagopal & Romani (1995)
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Spectrum may be significantly flatter than γ = 13/3 due to different reasons: e.g. strong 
coupling with the environment,  predominance of highly eccentric SMBHBs (see e.g., Sesana 
2013), or by presence of extra power at high frequencies due to sparse and loud marginally 
resolvable individual binaries (Middleton et al. 2021). 

• Isotropic, stochastic GW background (GWB) signal should essentially have power law 
       (with index " = -2/3)

• Creating a spectrum with amplitude A

• But, astrophysics can modify this

(Burke-Spolaor)
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of ultralight scalars, generally motivated by string-theoretical
frameworks (Green et al. 1988; Svrcek & Witten 2006; Arvan-
itaki et al. 2010), is also particularly appealing from the astro-
physical and cosmological point of view. In fact, several poten-
tial issues in the small-scale structure of the Universe, as the
cusp/core (Flores & Primack 1994; Moore 1994; Karukes, E.
V. et al. 2015) or missing satellite (Klypin et al. 1999; Moore
et al. 1999) problems could be disposed of or, at least, miti-
gated assuming that dark matter is made of ultralight particles.
As predicated by Khmelnitsky & Rubakov (2014), the presence
of ULDM induces harmonic delays in advances in arrival times
with a frequency proportional to the ultralight boson mass.

In this paper, we provide a broad overview of the implica-
tions of the signal observed in the second data release of the
EPTA+InPTA (the EPTA and InPTA Collaboration 2023) for
the different physical processes mentioned above. More in-depth
analysis of several of these scenarios will be the subject of sep-
arate future publications. Unless otherwise stated, we consider
each process separately and discuss the implications of the sig-
nal under the assumption that it is indeed generated by that spe-
cific process. We do not attempt any Bayesian model selection
on the signal origin, although a general framework for that is
being developed (Moore & Vecchio 2021). The main reason for
this choice is that, at this stage of data taking and analysis, the
information carried by the signal is not particularly constraining;
the evidence of the measurement is still at ≈ 3σ, and the ampli-
tude and spectral shape of the signal are not very well measured.
With these premises, the result of any model selection is bound
to be severely influenced by the priors employed for each of the
models under examination. This exercise becomes more mean-
ingful as data get more informative, which we strive to achieve
with the analysis of the third release of the combined IPTA data,
which is now being assembled.

The paper is organized as follows. In Sec. 2, we describe the
signal observed by EPTA+InPTA and its main features, includ-
ing its free spectrum and best-fit parameters. We then proceed
with detailing the main implications of the detected signals un-
der the assumption that it is generated by a cosmic population of
SMBHBs (Sec. 3) or by a number of processes occurring in the
early Universe (Sec. 4). In Sec. 5, we investigate the compatibil-
ity of the observed signal with a DM origin and place constraints
on ULDM candidates. Finally, in Sec. 6, we summarize our main
results and discuss future prospects.

2. The observed signal in the EPTA DR2 dataset

Our investigation is based on the results reported in the EPTA
and InPTA Collaborations (2023b, hereinafter PaperIII), which
analyzes the data of 25 MSPs collected by the EPTA using five
of the largest radio telescopes in Europe: the Lovell telescope
at the Jodrell Bank Observatory, the Nançay decimetric radio
telescope, the Westerbork synthesis radio telescope, the Effels-
berg 100 m radio telescope, and the Sardinia radio telescope.
The dataset also includes the Large European Array for Pulsars
(LEAP) data, in which individual telescope observations are co-
herently phased to form an equivalent dish with a diameter of up
to 194 m (Bassa et al. 2016). These data are complemented by
low-frequency observations of a subset of 10 MSPs performed
by the InPTA using the upgraded Giant Metrewave Radio Tele-
scope (uGMRT) and covering about 3.5 years.

The data of each individual pulsar are combined as described
in (the EPTA and InPTA Collaboration 2023) and the noise prop-
erties of each pulsar are then extracted according to the opti-
mized custom noise models presented in (the EPTA and InPTA

Collaborations 2023a). The final result is a dataset of unprece-
dented sensitivity spanning up to 24.7 years. Four versions of the
dataset were analyzed:

1. DR2full. 24.7 years of data taken by the EPTA;
2. DR2new. 10.3 years of data collected by the EPTA using new-

generation wide-band backends;
3. DR2full+. The same as DR2full, but with the addition of

InPTA data;
4. DR2new+. The same as DR2new, but with the addition of

InPTA data.

The analysis presented in this paper refers to the DR2new
dataset only. We do not consider DR2full and DR2full+ be-
cause evidence of quadrupolar correlation (usually referred to as
HD correlation, from Hellings & Downs 1983) of the common
process is weaker in those datasets, potentially due to the lower
quality of early data that were collected with narrowband back-
ends (see discussion in PaperIII). On the other hand, although
the analysis of DR2new+ produced results in broad agreement
with DR2new, that dataset was assembled relatively recently and
has not been analysed as thoroughly. For example, the binned
free-spectra that we will use in some of the following analyses
has not been produced yet.

Before proceeding with the description of the signal detected
in DR2new, here we summarize some notations used in PTA anal-
ysis for the benefit of the reader. The perturbation affecting the
TOAs, whether produced by GWs or DM, is described in terms
of its dimensionless strain h. A broad-band stochastic perturba-
tion is defined by its characteristic dimensionless strain hc( f ),
often modeled as a power law

hc( f ) = A
(

f
f0

)α
. (1)

For example, a population of GW-driven circular SMBHBs pro-
duces a spectrum with α = −2/3 and amplitude A ≈ 10−15,
assuming f0 = 1yr−1. hc( f ) is connected to the differential en-
ergy content of the signal per logarithmic frequency through the
equation:

Ω( f ) =
2π2

3H2
0

f 2h2
c( f ), (2)

where H0 is today’s Hubble expansion parameter. Note that hc( f )
and Ω( f ) provide equivalent parametrizations of the spectrum.
The former is more popular in the astrophysics domain, whereas
the latter is the preferred choice for early Universe and cosmol-
ogy.

Given hc( f ), the one-sided power spectral density induced by
the GW signal in the timing residuals is given by (Lentati et al.
2015):

S ( f ) =
h2

c( f )
12π2 f 3 =

A2

12π2 f 2α
0

f −γ, (3)

where γ = 3 − 2α. PTAs search for HD correlated time delays
with such a power spectrum in the data, and measure the param-
eters A and γ. For an observation timespan T , measurements are
discretized in frequency bins ∆ fi = fi+1− fi, where fi = i/T . It is
then customary to convert S ( f ) in RMS residual induced in the
TOAs in each frequency bin:

RMSi =

(∫

∆ fi
S ( f )d f

)1/2
≈ (S ( fi)∆ fi)1/2 =

(
S ( fi)

T

)1/2
. (4)
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of ultralight scalars, generally motivated by string-theoretical
frameworks (Green et al. 1988; Svrcek & Witten 2006; Arvan-
itaki et al. 2010), is also particularly appealing from the astro-
physical and cosmological point of view. In fact, several poten-
tial issues in the small-scale structure of the Universe, as the
cusp/core (Flores & Primack 1994; Moore 1994; Karukes, E.
V. et al. 2015) or missing satellite (Klypin et al. 1999; Moore
et al. 1999) problems could be disposed of or, at least, miti-
gated assuming that dark matter is made of ultralight particles.
As predicated by Khmelnitsky & Rubakov (2014), the presence
of ULDM induces harmonic delays in advances in arrival times
with a frequency proportional to the ultralight boson mass.

In this paper, we provide a broad overview of the implica-
tions of the signal observed in the second data release of the
EPTA+InPTA (the EPTA and InPTA Collaboration 2023) for
the different physical processes mentioned above. More in-depth
analysis of several of these scenarios will be the subject of sep-
arate future publications. Unless otherwise stated, we consider
each process separately and discuss the implications of the sig-
nal under the assumption that it is indeed generated by that spe-
cific process. We do not attempt any Bayesian model selection
on the signal origin, although a general framework for that is
being developed (Moore & Vecchio 2021). The main reason for
this choice is that, at this stage of data taking and analysis, the
information carried by the signal is not particularly constraining;
the evidence of the measurement is still at ≈ 3σ, and the ampli-
tude and spectral shape of the signal are not very well measured.
With these premises, the result of any model selection is bound
to be severely influenced by the priors employed for each of the
models under examination. This exercise becomes more mean-
ingful as data get more informative, which we strive to achieve
with the analysis of the third release of the combined IPTA data,
which is now being assembled.

The paper is organized as follows. In Sec. 2, we describe the
signal observed by EPTA+InPTA and its main features, includ-
ing its free spectrum and best-fit parameters. We then proceed
with detailing the main implications of the detected signals un-
der the assumption that it is generated by a cosmic population of
SMBHBs (Sec. 3) or by a number of processes occurring in the
early Universe (Sec. 4). In Sec. 5, we investigate the compatibil-
ity of the observed signal with a DM origin and place constraints
on ULDM candidates. Finally, in Sec. 6, we summarize our main
results and discuss future prospects.

2. The observed signal in the EPTA DR2 dataset

Our investigation is based on the results reported in the EPTA
and InPTA Collaborations (2023b, hereinafter PaperIII), which
analyzes the data of 25 MSPs collected by the EPTA using five
of the largest radio telescopes in Europe: the Lovell telescope
at the Jodrell Bank Observatory, the Nançay decimetric radio
telescope, the Westerbork synthesis radio telescope, the Effels-
berg 100 m radio telescope, and the Sardinia radio telescope.
The dataset also includes the Large European Array for Pulsars
(LEAP) data, in which individual telescope observations are co-
herently phased to form an equivalent dish with a diameter of up
to 194 m (Bassa et al. 2016). These data are complemented by
low-frequency observations of a subset of 10 MSPs performed
by the InPTA using the upgraded Giant Metrewave Radio Tele-
scope (uGMRT) and covering about 3.5 years.

The data of each individual pulsar are combined as described
in (the EPTA and InPTA Collaboration 2023) and the noise prop-
erties of each pulsar are then extracted according to the opti-
mized custom noise models presented in (the EPTA and InPTA

Collaborations 2023a). The final result is a dataset of unprece-
dented sensitivity spanning up to 24.7 years. Four versions of the
dataset were analyzed:

1. DR2full. 24.7 years of data taken by the EPTA;
2. DR2new. 10.3 years of data collected by the EPTA using new-

generation wide-band backends;
3. DR2full+. The same as DR2full, but with the addition of

InPTA data;
4. DR2new+. The same as DR2new, but with the addition of

InPTA data.

The analysis presented in this paper refers to the DR2new
dataset only. We do not consider DR2full and DR2full+ be-
cause evidence of quadrupolar correlation (usually referred to as
HD correlation, from Hellings & Downs 1983) of the common
process is weaker in those datasets, potentially due to the lower
quality of early data that were collected with narrowband back-
ends (see discussion in PaperIII). On the other hand, although
the analysis of DR2new+ produced results in broad agreement
with DR2new, that dataset was assembled relatively recently and
has not been analysed as thoroughly. For example, the binned
free-spectra that we will use in some of the following analyses
has not been produced yet.

Before proceeding with the description of the signal detected
in DR2new, here we summarize some notations used in PTA anal-
ysis for the benefit of the reader. The perturbation affecting the
TOAs, whether produced by GWs or DM, is described in terms
of its dimensionless strain h. A broad-band stochastic perturba-
tion is defined by its characteristic dimensionless strain hc( f ),
often modeled as a power law

hc( f ) = A
(

f
f0

)α
. (1)

For example, a population of GW-driven circular SMBHBs pro-
duces a spectrum with α = −2/3 and amplitude A ≈ 10−15,
assuming f0 = 1yr−1. hc( f ) is connected to the differential en-
ergy content of the signal per logarithmic frequency through the
equation:

Ω( f ) =
2π2

3H2
0

f 2h2
c( f ), (2)

where H0 is today’s Hubble expansion parameter. Note that hc( f )
and Ω( f ) provide equivalent parametrizations of the spectrum.
The former is more popular in the astrophysics domain, whereas
the latter is the preferred choice for early Universe and cosmol-
ogy.

Given hc( f ), the one-sided power spectral density induced by
the GW signal in the timing residuals is given by (Lentati et al.
2015):

S ( f ) =
h2

c( f )
12π2 f 3 =

A2

12π2 f 2α
0

f −γ, (3)

where γ = 3 − 2α. PTAs search for HD correlated time delays
with such a power spectrum in the data, and measure the param-
eters A and γ. For an observation timespan T , measurements are
discretized in frequency bins ∆ fi = fi+1− fi, where fi = i/T . It is
then customary to convert S ( f ) in RMS residual induced in the
TOAs in each frequency bin:

RMSi =

(∫

∆ fi
S ( f )d f

)1/2
≈ (S ( fi)∆ fi)1/2 =
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In other words:

• Isotropic, stochastic GW background (GWB) signal should essentially have power law 
       (with index " = -2/3)

• Creating a spectrum with amplitude A

• But, astrophysics can modify this

EPTA+InPTA: GWB Interpretation

of ultralight scalars, generally motivated by string-theoretical
frameworks (Green et al. 1988; Svrcek & Witten 2006; Arvan-
itaki et al. 2010), is also particularly appealing from the astro-
physical and cosmological point of view. In fact, several poten-
tial issues in the small-scale structure of the Universe, as the
cusp/core (Flores & Primack 1994; Moore 1994; Karukes, E.
V. et al. 2015) or missing satellite (Klypin et al. 1999; Moore
et al. 1999) problems could be disposed of or, at least, miti-
gated assuming that dark matter is made of ultralight particles.
As predicated by Khmelnitsky & Rubakov (2014), the presence
of ULDM induces harmonic delays in advances in arrival times
with a frequency proportional to the ultralight boson mass.

In this paper, we provide a broad overview of the implica-
tions of the signal observed in the second data release of the
EPTA+InPTA (the EPTA and InPTA Collaboration 2023) for
the different physical processes mentioned above. More in-depth
analysis of several of these scenarios will be the subject of sep-
arate future publications. Unless otherwise stated, we consider
each process separately and discuss the implications of the sig-
nal under the assumption that it is indeed generated by that spe-
cific process. We do not attempt any Bayesian model selection
on the signal origin, although a general framework for that is
being developed (Moore & Vecchio 2021). The main reason for
this choice is that, at this stage of data taking and analysis, the
information carried by the signal is not particularly constraining;
the evidence of the measurement is still at ≈ 3σ, and the ampli-
tude and spectral shape of the signal are not very well measured.
With these premises, the result of any model selection is bound
to be severely influenced by the priors employed for each of the
models under examination. This exercise becomes more mean-
ingful as data get more informative, which we strive to achieve
with the analysis of the third release of the combined IPTA data,
which is now being assembled.

The paper is organized as follows. In Sec. 2, we describe the
signal observed by EPTA+InPTA and its main features, includ-
ing its free spectrum and best-fit parameters. We then proceed
with detailing the main implications of the detected signals un-
der the assumption that it is generated by a cosmic population of
SMBHBs (Sec. 3) or by a number of processes occurring in the
early Universe (Sec. 4). In Sec. 5, we investigate the compatibil-
ity of the observed signal with a DM origin and place constraints
on ULDM candidates. Finally, in Sec. 6, we summarize our main
results and discuss future prospects.

2. The observed signal in the EPTA DR2 dataset

Our investigation is based on the results reported in the EPTA
and InPTA Collaborations (2023b, hereinafter PaperIII), which
analyzes the data of 25 MSPs collected by the EPTA using five
of the largest radio telescopes in Europe: the Lovell telescope
at the Jodrell Bank Observatory, the Nançay decimetric radio
telescope, the Westerbork synthesis radio telescope, the Effels-
berg 100 m radio telescope, and the Sardinia radio telescope.
The dataset also includes the Large European Array for Pulsars
(LEAP) data, in which individual telescope observations are co-
herently phased to form an equivalent dish with a diameter of up
to 194 m (Bassa et al. 2016). These data are complemented by
low-frequency observations of a subset of 10 MSPs performed
by the InPTA using the upgraded Giant Metrewave Radio Tele-
scope (uGMRT) and covering about 3.5 years.

The data of each individual pulsar are combined as described
in (the EPTA and InPTA Collaboration 2023) and the noise prop-
erties of each pulsar are then extracted according to the opti-
mized custom noise models presented in (the EPTA and InPTA

Collaborations 2023a). The final result is a dataset of unprece-
dented sensitivity spanning up to 24.7 years. Four versions of the
dataset were analyzed:

1. DR2full. 24.7 years of data taken by the EPTA;
2. DR2new. 10.3 years of data collected by the EPTA using new-

generation wide-band backends;
3. DR2full+. The same as DR2full, but with the addition of

InPTA data;
4. DR2new+. The same as DR2new, but with the addition of

InPTA data.

The analysis presented in this paper refers to the DR2new
dataset only. We do not consider DR2full and DR2full+ be-
cause evidence of quadrupolar correlation (usually referred to as
HD correlation, from Hellings & Downs 1983) of the common
process is weaker in those datasets, potentially due to the lower
quality of early data that were collected with narrowband back-
ends (see discussion in PaperIII). On the other hand, although
the analysis of DR2new+ produced results in broad agreement
with DR2new, that dataset was assembled relatively recently and
has not been analysed as thoroughly. For example, the binned
free-spectra that we will use in some of the following analyses
has not been produced yet.

Before proceeding with the description of the signal detected
in DR2new, here we summarize some notations used in PTA anal-
ysis for the benefit of the reader. The perturbation affecting the
TOAs, whether produced by GWs or DM, is described in terms
of its dimensionless strain h. A broad-band stochastic perturba-
tion is defined by its characteristic dimensionless strain hc( f ),
often modeled as a power law

hc( f ) = A
(

f
f0

)α
. (1)

For example, a population of GW-driven circular SMBHBs pro-
duces a spectrum with α = −2/3 and amplitude A ≈ 10−15,
assuming f0 = 1yr−1. hc( f ) is connected to the differential en-
ergy content of the signal per logarithmic frequency through the
equation:

Ω( f ) =
2π2

3H2
0

f 2h2
c( f ), (2)

where H0 is today’s Hubble expansion parameter. Note that hc( f )
and Ω( f ) provide equivalent parametrizations of the spectrum.
The former is more popular in the astrophysics domain, whereas
the latter is the preferred choice for early Universe and cosmol-
ogy.

Given hc( f ), the one-sided power spectral density induced by
the GW signal in the timing residuals is given by (Lentati et al.
2015):

S ( f ) =
h2

c( f )
12π2 f 3 =

A2

12π2 f 2α
0

f −γ, (3)

where γ = 3 − 2α. PTAs search for HD correlated time delays
with such a power spectrum in the data, and measure the param-
eters A and γ. For an observation timespan T , measurements are
discretized in frequency bins ∆ fi = fi+1− fi, where fi = i/T . It is
then customary to convert S ( f ) in RMS residual induced in the
TOAs in each frequency bin:

RMSi =

(∫

∆ fi
S ( f )d f

)1/2
≈ (S ( fi)∆ fi)1/2 =

(
S ( fi)

T

)1/2
. (4)
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and index, #, expected to be 13/3 in 
simplest case

Measuring amplitude and spectrum can give access to astrophysics of SMBHBs!

(Burke-Spolaor)
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D. Champion
2 G. Hobbs, et al.

Fig. 1 Sky map in equatorial coordinates containing the IPTA pulsars (open circles) and
all known millisecond pulsars that have pulse periods P < 15ms and Ṗ < 10−19 (dots).
The black solid lines indicate the declination limits for FAST. The red dashed lines give the
declination limits for Arecibo. The green solid line indicates the Galactic plane.

a significant level of complexity and so the ideal pulsar telescope consists of a single antenna with a
large collecting area. FAST fits these criteria and therefore should become a world-leading telescope for
pulsar timing experiments.

Pulsar Timing Array (PTA) projects differ from more traditional pulsar timing experiments in that
they aim to extract common signals present within the timing residuals for multiple pulsars. Residuals
caused by the irregular rotation of a given pulsar, the interstellar medium or insufficient precision in
any of the pulsar parameters will be uncorrelated between pulsars. In contrast, an error in the terrestrial
time standard used for measuring the pulse arrival times would lead to an identical signal in the timing
residuals of all pulsars. The pulsar timing method relies on converting the pulse arrival times to the solar
system barycentre (SSB; Edwards et al. 2006). Errors in the position of the Earth with respect to the
SSB will lead to timing residuals that are not identical between different pulsars, but are correlated (the
effect will depend on a pulsar’s ecliptic latitude). Gravitational waves (GWs) passing the Earth will lead
to variations that exhibit a signal that depends upon the pulsar-Earth-GW angle.

Even though the basic concepts of a PTA were laid out by Foster & Backer (1990) it was not until
2004 when the first major PTA (the Parkes Pulsar Timing Array; PPTA) started observing enough pulsars
with sufficient sensitivity to have a chance to succeed in the PTA goals. The PPTA currently observes
24 pulsars using the 64-m diameter Parkes radio telescope in Australia (see Manchester et al. 2013 and
Hobbs 2013 for recent reviews). The North American PTA (the North American NanoHertz Observatory
for GWs; NANOGrav), described by Demorest et al. (2013) and McLaughlin (2013), formed in October
2007 and carries out observations with the Arecibo and Green Bank telescopes. The European PTA
(EPTA; Kramer & Champion 2013) was established in 2004/2005 and includes telescopes in England,
France, Germany, the Netherlands and Italy. During 2008 an agreement was made to share data sets
between the three major PTAs. This led to the formation of the International Pulsar Timing Array (IPTA;
see Hobbs et al. 2010, Manchester 2013 and references therein).

In this paper, we first describe the FAST telescope (Section 2). We then summarise the status of
current PTA projects (Section 3). In Section 3.1 we describe how FAST is likely to contribute to the
IPTA. In Section 4 we highlight noise processes likely to dominate the resulting data sets. Section 5
contains a description of a realistic array that could be observed using FAST and describes requirements
relating to data archiving. Finally, we describe some key unanswered questions relating to PTAs and
FAST (Section 6).

Solution: compare variations in timing residuals between pulsars! – A pulsar timing array (PTA)
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where cos γab = p̂a · p̂b. This is an analytic expression for the Hellings and Downs correlation for pulsar timing,
expressed as a function of the angular separation between the directions to a pair of pulsars. A plot of this expected
correlation is shown in the left panel of Figure 8, and also as the black dashed curve in Figure 1.
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FIG. 8. Left panel: Hellings and Downs correlation for pairs of PTA pulsars. Right panel: The Hellings and Downs correlation
for pairs of short-arm LIGO-like detectors. Both have been normalized to 1/2 at zero angular separation. Note that the zero
angular separation in the left hand panel corresponds to a pair of pulsars located close on the sky but at significantly different
distances. If they are much closer than a GW wavelength, or if they are the same pulsar, then the correlation doubles to unity.

We leave it as an exercise for the reader to show that a similar calculation of the overlap function for an array of
“short-arm” LIGO-like detectors yields

Γab =
1

2
P2(cos γab) , (2.25)

where P2(x) is the l = 2 Legendre polynomial. For this calculation, you will need to replace the response functions
RA(f, k̂) in (2.20) with the short-arm limiting expressions (2.11), and assume that the exponential term involving
the detector locations can again be ignored. (But see FAQ Q5 regarding the calculation of overlap functions for real
ground-based interferometers.) This substitution simplifies the integrand in (2.23) to quadratics in sinφ and cosφ and
quartics in cos θ. The short-arm overlap function is plotted in the right panel of Figure 8. Since the short-arm overlap
function only involves the l = 2 Legendre polynomial, it is an example of a purely quadrupolar overlap function.

Finally, to return to the original question about why the Hellings and Down correlation has different values at 0◦

and 180◦, we plot the integrand F+
1 (k̂)F+

2 (k̂) + F×
1 (k̂)F×

2 (k̂) of the Hellings and Downs correlation for these two
different cases in the left panel of Figure 9. It is apparent from this plot that if the GWB consisted of waves that only
came from directions perpendicular to the Earth-pulsar baselines (so in the xy-plane of this plot), then the values of
the Hellings and Downs correlation at 0◦ and 180◦ would be exactly the same. But since an isotropic GWB has equal
contributions from GWs coming from all different directions on the sky, the Hellings and Downs correlation for the
case p̂1 = p̂2 will be larger than that for p̂1 = −p̂2. Why these values differ by exactly a factor of two is the topic of
the next question.

Q3: Is there a simple way to see that the value of the Hellings and Downs correlation for two pulsars separated by
180◦ is half that for 0◦ angular separation?

A3: Yes, but to prove this we need to do a few calculations.
We start with (2.23) for the Hellings and Downs correlation and (2.12) for the Earth-term-only response function.

Taking the two pulsars to point in the same direction (p̂1 = p̂2 = ẑ), we have

∑

A

FA
1 (k̂)FA

2 (k̂) =
1

4
(1 + cos θ)2 . (2.26)

Having them point in opposite directions (p̂1 = −p̂2 = ẑ) leads to

∑

A

FA
1 (k̂)FA

2 (k̂) =
1

4
(1 + cos θ)(1− cos θ) =

1

4
sin2 θ . (2.27)

pulsar angular separation (deg)

Correlation between arrival times of pairs of pulsars:

But, actual shape depends on relative size of GW wavelength and detector
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Figure 3.3: The normalized overlap reduction function for an isotropic SGWB
in PTAs, more commonly referred to as The Hellings & Downs Curve, since
it was first shown in Hellings & Downs (1983) (41). Some instructive features
of the curve are labeled.

Figure 3.4: Legendre polynomial spectrum of the Hellings & Downs curve
(38; 42; 43). 63% of the power is contained in l = 2, while 80% is contained
within l = 2 and l = 3.

Short-arm detector (as LIGO) Long-arm detector (as PTA)

Taylor (2022)



The Hellings & Downs Curve
At nHz frequencies, wavelengths are 10 – 100 pc – smaller than the distances to the pulsars

This changes the expected correlation curve.

The curve was first calculated by Hellings & Downs (1983) – it also applies to background
Pulsar Timing ! 47

Figure 3.3: The normalized overlap reduction function for an isotropic SGWB
in PTAs, more commonly referred to as The Hellings & Downs Curve, since
it was first shown in Hellings & Downs (1983) (41). Some instructive features
of the curve are labeled.

Figure 3.4: Legendre polynomial spectrum of the Hellings & Downs curve
(38; 42; 43). 63% of the power is contained in l = 2, while 80% is contained
within l = 2 and l = 3.

Long-arm detector (as PTA)

3

arm and λ ≡ c/f is the GW wavelength. A long-arm detector has L/λ ≫ 1. (Here and throughout, c denotes the
speed of light, which is also the propagation speed of GWs.)

A quick, qualitative answer to this question is that for normal incidence of a GW on either a short-arm or long-
arm detector, the response of two pulsars in opposite directions will be identical. But for non-normal incidence on
a long-arm detector, the response of the two pulsars will be different from one another, because their radio pulses
encounter different phases of the GW as they propagate from the pulsars to Earth. Pulses from one of the pulsars will
be (partially) “swimming with the current” of the GW as they travel from the pulsar to Earth. In contrast, pulses
from the other pulsar will “swim against the current” or “fight upstream” and pass through more cycles of the GW.
Since a GWB is composed of GWs coming from many different directions on the sky, the correlated response of two
pulsars oriented in opposite directions will differ from that for two pulsars oriented along the same direction. Several
illustrative examples are shown in Figure 2.

̂k

̂u1, L

̂u2, L

̂u1, L ̂u2, L ̂u2, L
̂u1, L

(a) (b) (c)

FIG. 2. A monochromatic plane GW propagating in direction k̂ passes by six “one-arm, one-way” detectors with arm length
L. These have different propagation directions û for the electromagnetic waves that monitor the distance between two “test
masses” (dots). For PTAs, û is the propagation direction of a radio pulse from pulsar to Earth, and p̂ = −û is the direction to
the pulsar on the sky. All six detectors have L = 5λ; the solid horizontal lines indicates the maxima of the GW at one moment
in time. After reading this section, the reader should be able to show that: for case (a), both detectors have zero response
to the GW because the radio pulses propagate parallel to the propagation direction of the GW; for case (b), both detectors
have zero response to the GW because the radio pulses pass through an integer number of GW cycles during their transit from
pulsar to Earth; for case (c) with k̂ · û1 = −k̂ · û2 = 1/2, the radio pulse moving in direction û1 (partially) “surfs” the GW so
that this detector has a 3× larger response to the GW than for the detector with pulse direction û2.

In order to give a more complete and quantitative answer to this question, we need to understand how a generic
“one-arm, one-way” detector responds to a passing GW. We will then combine the resulting response functions to
obtain the expected correlation, obtaining the Hellings and Downs curve. For presentation purposes, we split the
following discussion into a few main parts.

A. Calculating the timing residual response

The geometry of a one-arm detector, where the electromagnetic signal (from a pulsar or laser) travels in just one
direction along that arm, is shown in Figure 3. Such “beam detectors” use electromagnetic radiation to monitor the
separation of two or more freely-falling masses. Laser interferometers (both ground- and space-based), spacecraft
Doppler tracking, and PTAs are all examples of beam detectors.

As a GW passes by the detector, it will “stretch” and “squeeze” space perpendicular to its direction of propagation
k̂ (see the upper right panel of Figure 4). This quadrupolar deformation of space causes the electromagnetic signal
(which we will treat generically here as a photon) to arrive either slightly earlier or later than it would in the absence
of a GW. The size of the advance or delay in the photon arrival time will depend on the orientation of the detector
(defined by the unit vector û) relative to k̂, and the length of the arm L relative to the wavelength of the GW, i.e.,
L/λ or equivalently fL/c. We will denote this change in the arrival time by ∆T (t), which is a function of the time t
that the observation is made.

An explicit formula for ∆T (t) involves the metric perturbations hij(t, x⃗), which contain all information about the
GWs. In fact, ∆T (t) only depends upon the metric perturbations along the spacetime path followed by the photon

The HD curve is a signature of a GW signal in 
PTA data (equivalent to chirp in LIGO)

Idea: Measure the curve with as many pulsar 
pairs as possible over different angles

For n pulsars, we have n(n-1)/2 pairs.
Taylor (2022)



The European Pulsar Timing Array (EPTA)
An array of 100-m class telescopes to form a pulsar timing array

and together forming the Large European Array for Pulsars (LEAP) monthly

SRT, Sardinia, Italy

Effelsberg 100-m, Germany Jodrell Bank, UK

NRT, Nancay, France WSRT, Westerbork, NL

Introducing LEAP

Large European Array for Pulsars
Coherently add pulsar observations from the 5
large radio telescopes in Europe to obtain most
precise TOA’s for GW detection.

Combine telescopes to form a phased array, a
telescope with equivalent size of a 200 m dish.

A LEAP in collecting area.

Funding
ERC grant to Michael Kramer (2.5Me) for 2
senior PDRA’s, 5 junior PDRA’s
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PTA observations in Effelsberg since 1996

Collaboration with Don Backer (UC Berkeley)
First light of the Effelsberg Berkeley Pulsar Processor (EBPP) – longest existing data set



A couple of years ago: A smoking gun ? 
See also IPTA result (Antoniadis et al.)

• Data suggest a “common red noise process” seen by EPTA, 
Nanograv and PPTA – and IPTA

• EPTA signal has been increasing since 2015
• But, this was not a detection of a GWB yet – no HD curve
But what was it?  A hint of GWs? 
Not consistent with previous Nanograv & PPTA upper limits!
• It could be similar intrinsic noise in (some) pulsars
• It could  be extrinsic (non-GW) sources 

4984 S. Chen et al.

Figure 5. Dropout factors for both DR1 and DR2 with varied and fixed
γ CURN = 13/3 spectral index shown with circles and squares, respectively.
The number of pulsars contributing the CURN detection has increased from
three to five with the DR2 data extension. Only PSR J1012+5307 seems
indifferent to the CURN (see Section 7 for a discussion).

recovered CURN, by examining the changes in the dropout factors
for each pulsar, as presented in Fig. 5. PSR J1909−3744 is the most
prominent example of the achieved improvement, as it has moved
from having the smallest contribution to the largest. This pulsar has
the highest TOA precision, however in DR1 it only had a time-span of
9.38 yr (in contrast to 15.7 yr in DR2) and had highly correlated red
and DM noise parameters. The decorrelation of red and DM noise
components is achieved thanks to the wide bandwidth of NUPPI
(as mentioned in Section 2, for this MSP we only use NRT data).
Four other MSPs have increased their dropout factors, supporting the
stationarity assumption of the CURN.

We finally examine if the extension of the data set from DR1 to
DR2 creates any unexpected differences in the Bayes factors between
the different models examined in Section 3.3.2. For the CURN case,
and using the DE438 SSE, the log10BF has increased from ≈1.2
to ≈3.7, further supporting the stationarity assumption, and strongly
suggesting that the signal, irrespective of its origin and interpretation,
is not a statistical fluctuation. We finally note that despite increased

Bayes factors for the different CRS signals in DR2 by comparison to
DR1, the difference in the evidence between CURN and the GWB,
has not drastically change from DR1 (see LTM15), thus still not
allowing to support the finding of a GWB or other spatially correlated
signal. This is most likely due to only using six pulsars in both
cases, which does not offer the necessary sampling of the angular
separations. We also note that the clock-error signal remains the
least favourable physically motivated CRS. This is expected from
the posterior distribution of the ORF in Fig. 2, which is consistently
away from 1 across the pulsar angular separations axis. The full
comparison of Bayes factors between DR1 and DR2 can be found in
Table A2.

6.5 Addressing possible common red signals from Solar system
ephemeris systematics

Previous studies (e.g. Tiburzi et al. 2016; Guo et al. 2019; Vallisneri
et al. 2020) have shown that the SSE modelling plays an important
role in the search for common signals with PTA data. We therefore
investigate the degree by which SSE inaccuracies affect the CURN
parameter estimation, and whether modelling possible SSE-induced
signals affects the CRS model selection results. In this study we apply
three independently developed algorithms that introduce modelling
of the SSE uncertainties into the CRS search. This lays the ground-
work for a robust and cross-checked mitigation of the SSE effects
in future GWB searches. All three algorithms assume that the SSE
parameters are close to the correct ones and as such investigate linear
deviations from their values. The algorithms differ in the method used
to derive the induced TOA delays by SSE parameter inaccuracies and
the SSE used as reference.

The first method applies theBAYESEPHEMmodel (Vallisneri et al.
2020), which has previously been used in studies estimating upper
limits for the GWB and examining common signals (Arzoumanian
et al. 2018, 2020). This algorithm is based on a physical model
that accounts for induced TOA delays due to linear deviations in
planetary masses, rotation rate about the ecliptic pole, and planetary
average orbital elements, resulting in a quasi-Keplerian model for
the orbit. Allowing these parameters to vary with reference to the
SSE DE436 (Folkner & Park 2018) create what we refer to as
variational partials. The linear combination of partials that minimize

Figure 6. Comparison of the CURN recovered signals with DR2 and DR1 in the same style as Fig. 3, both using free-spectrum and power-law analyses with
ENTERPRISE. The CURN signal properties are in agreement with the expected detection evolution of a stationary red signal when extending the timespan.
The improvement is largely due to the significant increase in data quality with the DR2 extension.
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ABSTRACT
We present results from the search for a stochastic gravitational-wave background (GWB) as predicted by the theory of General
Relativity using six radio millisecond pulsars from the Data Release 2 (DR2) of the European Pulsar Timing Array (EPTA)
covering a timespan up to 24 yr. A GWB manifests itself as a long-term low-frequency stochastic signal common to all pulsars, a
common red signal (CRS), with the characteristic Hellings-Downs (HD) spatial correlation. Our analysis is performed with two
independent pipelines, ENTERPRISE, and TEMPONEST+FORTYTWO, which produce consistent results. A search for a CRS
with simultaneous estimation of its spatial correlations yields spectral properties compatible with theoretical GWB predictions,
but does not result in the required measurement of the HD correlation, as required for GWB detection. Further Bayesian model
comparison between different types of CRSs, including a GWB, finds the most favoured model to be the common uncorrelated
red noise described by a power law with A = 5.13+4.20

−2.73 × 10−15 and γ = 3.78+0.69
−0.59 (95 per cent credible regions). Fixing the

spectral index to γ = 13/3 as expected from the GWB by circular, inspiralling supermassive black hole binaries results in an
amplitude of A = 2.95+0.89

−0.72 × 10−15. We implement three different models, BAYESEPHEM, LINIMOSS, and EPHEMGP, to
address possible Solar system ephemeris (SSE) systematics and conclude that our results may only marginally depend on these
effects. This work builds on the methods and models from the studies on the EPTA DR1. We show that under the same analysis
framework the results remain consistent after the data set extension.

Key words: gravitational waves – methods: data analysis – pulsars: general.

1 IN T RO D U C T I O N

Radio pulsars, and especially radio millisecond pulsars (MSPs),
have been used as astronomical tools to study aspects of funda-
mental physics with remarkable success, thanks to their exceptional
rotational stability. An area of research where MSPs have been
particularly useful is gravity (e.g. Taylor 1993; Kramer et al. 2006;
Will 2014), especially by employing the ‘pulsar timing’ technique
(e.g. Lorimer & Kramer 2005), which relies on high-precision
measurements of the pulses’ times-of-arrival (TOAs) being compared
to a ‘timing model’. The difference between the measured and the

⋆ E-mail: siyuan.chen@cnrs-orleans.fr (SC); caballero.astro@gmail.com
(RNC)

model-predicted TOAs is referred to as the ‘timing residuals’. Any
unmodelled effects will appear in the timing residuals, and the timing
model is revised and/or extended accordingly. The timing models
have astounding predictive power as it only requires the precise
modelling of the pulsar’s rotation, orbital motion, and the signal’s
propagation in space, and not the details of the radiation’s physics or
emission mechanism. Pulsar timing observations provided the first
evidence for the existence of gravitational waves (GWs; Taylor &
Weisberg 1982), by confirming that the measured orbital changes
of the binary pulsar PSR B1913+16 match those predicted by the
theory of General Relativity (GR) due to the system’s energy loss
through the emission of GWs.

MSPs have been proposed as a tool for the direct detection of GWs
at nHz frequencies (Sazhin 1978; Detweiler 1979). The experiment
is based on systematically observing an ensemble of MSPs at many

C⃝ 2021 The Author(s)
Published by Oxford University Press on behalf of Royal Astronomical Society
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Figure 1. Timing residuals of the six pulsars used in this paper. For each pulsar, the residuals before and after subtraction of DM and red noise are shown. The
squares, circles and triangles represent P-band, L-band and S/C-band observations, respectively (see Table 1 for information on the observing frequency bands).
The blue/filled and black/unfilled symbols indicate the new backend data and DR1 TOAs, respectively.
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ABSTRACT

We present the results of the search for an isotropic stochastic gravitational wave background (GWB) at nanohertz frequencies using the second
data release of the European Pulsar Timing Array (EPTA) for 25 millisecond pulsars, and a combination with the first data release of the Indian
Pulsar Timing Array (InPTA). A robust GWB detection is conditioned upon resolving the Hellings-Downs angular pattern in the pairwise cross-
correlation of the pulsar timing residuals. Additionally, the GWB is expected to yield the same (common) spectrum of temporal correlations across
pulsars, which is used as a null hypothesis in the GWB search. Such a common-spectrum process has already been observed in pulsar timing
data. We analyse (i) the full 24.7-year EPTA data set, (ii) its 10.3-year subset based on modern observing systems, (iii) the combination of the
full data set with the first data release of the InPTA for 10 commonly timed millisecond pulsars, and (iv) the combination of the 10.3-year subset
with the InPTA data. These combinations allow us to probe the contributions of instrumental noise and interstellar propagation effects. With the
full data set, we find marginal evidence for a GWB, with a Bayes factor of 4 and a false alarm probability of 4%. With the 10.3-year subset, we
report evidence for a GWB, with a Bayes factor of 60 and a false alarm probability of about 0.1% (3σ significance). The addition of the InPTA
data yields results that are broadly consistent with the EPTA-only data sets, with the benefit of better noise modelling. Analyses were performed
with different data processing pipelines to test the consistency of results from independent codes. The latest EPTA data from new generation
observing systems show non-negligible evidence for the GWB. At the same time, the inferred spectrum is rather uncertain and in mild tension
with the common signal measured in the full data set. However, if the spectral index is fixed at 13/3, the two data sets give a similar amplitude
of (2.5 ± 0.7) × 10−15 at a reference frequency of 1 yr−1. Further investigation of these issues is required for reliable astrophysical interpretations
of this signal. By continuing our detection efforts as part of the International Pulsar Timing Array (IPTA), we expect to be able to improve the
measurement of spatial correlations and better characterise this signal in the coming years.

Key words. gravitational waves – methods:data analysis – pulsars:general

1. Introduction1

The first direct gravitational wave (GW) detection (Abbott et al.2
2016) marked the beginning of a new era in the exploration of3
the Universe. Although terrestrial interferometers such as LIGO,4
Virgo, and KAGRA are sensitive to GWs at kilohertz frequen-5
cies, where stellar mass compact binary mergers leave their im-6
print, a variety of astrophysical and cosmological phenomena are7

⋆ sychen@pku.edu.cn
⋆⋆ yjguo@mpifr-bonn.mpg.de

expected to generate GWs over a much broader frequency spec- 8
trum, reaching down to the nanohertz (nHz) regime and beyond. 9

Supermassive black holes (SMBHs) are ubiquitous in galax- 10
ies (Magorrian et al. 1998; Kormendy & Ho 2013) and there is 11
growing evidence that some of them formed when the Universe 12
was less than a Gyr old (e.g. Wang et al. 2019, 2021). Accord- 13
ing to the established cold dark matter cosmological scenarios, 14
galaxy formation proceeds in a hierarchical fashion, with small 15
galaxies merging with each other over cosmic history to build 16
progressively larger structures (White & Rees 1978). If these 17
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Fig. C.3: Timing residuals of PSRs J1713+0747, J1730−2304, J1738+0333, J1744−1134, J1751−2857. Figure style is the same as
Figure C.1.
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Fig. 2: Overview of the full EPTA DR2 dataset. Empty circles denote legacy data, while filled squares show new EPTA backends.
Vertical lines bound the range of the “DR2new” dataset. See Sec. 3 and A for details.
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• More than 50 pulsars are being timed
• 25 pulsars included in the analysis
• Up to 25 years of data
• Supplemented by InPTA data (11 pulsars, 10 yrs)

EPTA Collaboration: A&A, 678, A48 (2023)

Fig. 1. Sky projection of the 25 pulsars included in the EPTA DR2
dataset.

scheme was then improved by applying the coupling matrix for-
malism introduced in Roebber (2019) as adapted by Speri et al.
(2023) to prioritise pulsars that maximise the response to HD-
like correlations while maintaining the ability to distinguish
between competing dipolar and monopolar signals. Using this
methodology, we found that a subset of 25 pulsars out of the 42
included in the DR1, were sufficient to recover at least 90 % to
98 % of the full array sensitivity to a simulated stochastic GW
background with an amplitude of 3 × 10−15 at a frequency of
1 yr−1, and a spectral index of γ = 13/3. The same subset of
pulsars would also recover at least 95% of the total sensitivity
to possible individually resolvable, monochromatic gravitational
wave sources across all frequencies. These 25 pulsars comprise
the EPTA DR2. Their distribution on the sky can be seen in
Fig. 1.

3.2. Combination of the dataset

We followed the timing and combination steps described in
Verbiest et al. (2016) and Desvignes et al. (2016) to combine the
data across telescopes. For each pulsar, data from different tele-
scopes were combined using TEMPO2 to form the joint dataset,
starting with parameters from Desvignes et al. (2016) and using a
summary TOA file, following Perera et al. (2019), Verbiest et al.
(2016) and Desvignes et al. (2016). To align the data from dif-
ferent observing systems, we fitted for an arbitrary phase offset
(commonly referred to as jump) for each sub-band and backend
combination, using the NUPPI sub-band centred at 1420 MHz
as our reference dataset. For a small number of individual back-
end datasets, discrete time offsets were detected and estimated
using multi-pulsar analysis. These were also removed using the
TEMPO2 TIME keyword. During certain observing runs, data
were collected using both legacy and new backends, or in both
single-telescope and LEAP modes. As these observations rep-
resented the same signal and noise, we eliminated the older
backend and non-LEAP data. However, we kept the data outside
the LEAP bands to better constrain dispersion-measure (DM)
variations. The overlapping data were removed after the jump
values were determined. With this final set of curated TOAs,
we then produced initial timing solutions for each pulsar using
TEMPO2. For these solutions, the timing parameters were fitted
for iteratively using TEMPO2, until the linearised timing solution
converged. For each of the pulsars, we then investigated the like-
lihood of introducing new timing parameters that were not fitted
for in DR1, using a 5σ detection threshold, as well as a number
of F-statistic and information criteria based tests.

All initial timing models include the spin frequency and its
derivative, DM and its first and second derivative, the astromet-
ric parameters (position, proper motions, and in several cases

the annual parallax). For binary pulsars, we included fits for five
Keplerian parameters and a selection of post-Keplerian (pK) pa-
rameters, depending on the pulsar. The full set of parameters
included in each timing model is listed in Tables B.1–B.7. We
note that we used equatorial coordinates to fit for the positions
of most pulsars, except for PSRs J0030+0451, J1022+1001 and
J1730−2304, for which we used ecliptic coordinates, as their
ecliptic latitude is less than 1 deg. We used the DE440 ver-
sion of the JPL solar system ephemeris (Park et al. 2021) and
TT(BIPM2021) (Petit 2009)6 as our reference clock standard.
We also applied the default spherical of the Solar Wind elec-
tron density model implemented in TEMPO2 to correct for solar
wind-related DM variations, fixing the average density in the
ecliptic plane at 1 au to 7.9 cm−3 (Madison et al. 2019) following
Tiburzi et al. (2021), except for PSR J1022+1001, as described in
Sect. 3.4.

The combination scheme described above produced the full
EPTA DR2 dataset, an overview of which can be found in Fig. 2.
This dataset is used in the pulsar timing analysis presented be-
low, as well as in associated work, namely the single-pulsar
noise modelling in EPTA Collaboration & InPTA Collaboration
(2023a), and the search for GWs in EPTA Collaboration &
InPTA Collaboration (2023b). Based on the full DR2 dataset,
we also produced additional dataset versions for GW searches.
Details for these versions can be found in Appendix A, as well
as in EPTA Collaboration & InPTA Collaboration (2023a,b).

3.3. Outlier analysis

The EPTA DR2 dataset was checked for outliers using the
following procedures. The first step to eliminate outliers was
performed when compiling single telescope data, either by cus-
tom automated data flagging or manual inspection. After initial
combination, outstanding outliers, such as TOAs with residu-
als offset by more than 10 times the root mean square (rms) of
the timing solutions, were flagged and the observation archives
reinspected. We found that these were typically associated with
low S/N and were therefore removed. Additionally, we removed
observations with known calibration issues as well as those dis-
playing corrupted polarisation profiles or systematic trends in
single-epoch timing residuals. A similar analysis was carried out
using the semi-automated analysis, including tests from expected
correlations such as excess contribution from the Solar Wind or
epoch-wise offsets. Finally, we inspected the whitened residu-
als using the results of the noise modelling analysis (see the next
subsection), which revealed that all remaining TOAs were within
5σ of the whitened timing residuals, indicating that no additional
outlier removal was needed.

3.4. Bayesian timing analysis

To obtain the final timing solution for each pulsar, we per-
formed a Bayesian timing analysis on the combined dataset
using the TEMPONEST toolkit (Lentati et al. 2014). For this
step, the timing measurements obtained with TEMPO2 were pro-
vided as initial guesses. TEMPONEST is based on the software
packages TEMPO2 (Hobbs et al. 2006) and MULTINEST (Feroz
et al. 2009). It explores the parameter space of a non-linear pul-
sar timing models using nested sampling (Skilling 2004) based
on Bayesian inference (Lentati et al. 2014), to provide robust
estimates for the timing parameters.

6 https://www.bipm.org/en/time-ftp/tt-bipm-
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• No PTA has a detection but consistent compelling evidence:  coordinated publications
• In Europe, observations for PTA purposes ongoing since 1996
• With 6 telescopes + LEAP EPTA/InPTA is longest and densest data set
• Four EPTA subsets studied

IPTA

5

Figure 1. Left : Free spectral posteriors for each PTA showing the measured HD correlated GWB power in several frequency
bins under no spectral shape assumption. Each PTA used a different Fourier basis set by their own maximum observing time.
The dashed line shows a power law spectrum as determined by the joint 2D power law posterior median. Right : 2D posterior
for HD correlated power law GWB parameters. Contours show 68, 95, and 99.7% of the posterior mass. The vertical dotted
line is at γ = 13/3.

Figure 2. Difference distributions for GWB parameters between pairs of PTAs as computed by tensiometer. The contours
show 68 and 95% of the distribution mass.

4.2. Comparing the GWB sensitivity of PTAs

A commonly used measure of GW detector perfor-
mance is a frequency-dependent ‘sensitivity curve’. This
metric, which estimates the smallest amplitude of a GW
induced signal that a detector would detect, is often used
in the GW community to assess detector performance
(see Moore et al. 2014; Hazboun et al. 2019b; Kaiser &
McWilliams 2021, and references therein). The hasasia
(Hazboun et al. 2019a) package offers a means to effi-
ciently compute such curves for PTAs. Specifically, the
sensitivity curves we compare here are the sensitivity to
interpulsar cross-correlations induced in the PTA by a
GWB. As input, hasasia uses the original time of ar-
rival data and the median noise parameters for all noise

processes, including the GWB auto-correlations which
act as noise when trying to detect the cross-correlations.
In order to generate sensitivity curves for

EPTA+InPTA and PPTA, we made a few modifica-
tions to hasasia. This is because hasasia accounts
for white noise and achromatic RN only. For analyses
like NANOGrav, which modeled DM variations using
DMX (which appears in the timing model) this is suf-
ficient, but it is not for analyses that use DMGP, like
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In order to generate sensitivity curves for

EPTA+InPTA and PPTA, we made a few modifica-
tions to hasasia. This is because hasasia accounts
for white noise and achromatic RN only. For analyses
like NANOGrav, which modeled DM variations using
DMX (which appears in the timing model) this is suf-
ficient, but it is not for analyses that use DMGP, like

IPTA

IPTA

<latexit sha1_base64="jH1gCVNotBWeopBWASoerCeJoiM=">AAACInicdVBNSwMxEM36bf2qevQSLIIXy6621SKCqAcPHhRsK3RLyabZNpjsLsmsWJb9LV78K148KOpJ8MeYbSuo6IOBl/dmyMzzIsE12Pa7NTY+MTk1PTObm5tfWFzKL6/UdRgrymo0FKG68ohmggesBhwEu4oUI9ITrOFdH2d+44YpzcPgEvoRa0nSDbjPKQEjtfNV11eEJu4JE0DwWZqcpfgAD8Ud2913pRfeJjJNE+frIWCrr9K0nS/YxWqGHTwklYzYJcd2ytgp2gMU0Ajn7fyr2wlpLFkAVBCtm44dQSshCjgVLM25sWYRodeky5qGBkQy3UoGJ6Z4wygd7IfKVAB4oH6fSIjUui890ykJ9PRvLxP/8pox+HuthAdRDCygw4/8WGAIcZYX7nDFKIi+IYQqbnbFtEdMPGBSzZkQvi7F/5P6dtGpFMsXpcLh0SiOGbSG1tEmctAuOkSn6BzVEEV36AE9oWfr3nq0Xqy3YeuYNZpZRT9gfXwCUL+k3Q==</latexit>

∆L

L
=

30 m

1 lt-yr
Achieved precision:

On June 29th, 2023: Consistent results between all PTAs: > 20 papers



EPTA Collaboration and InPTA Collaboration: A&A 678, A50 (2023)

Fig. 1. Spectral properties of a CRS assuming HD correlation. The left panel shows the free spectrum, the independent measurement of common
power at each frequency bin, for the two versions of the EPTA-only data set. The right panel shows the 1σ, 2σ, and 3σ contours of the 2D posterior
distribution of amplitude and spectral index, when modelling the spectrum with a power law. In both panels, results for DR2full are in blue, while
those of DR2new are in orange. The solid lines in the left panel are the power law best-fits to the GWB (see main text for the parameters of the fit),
while the vertical dashed line indicates the position of f = 1 yr−1. The vertical dashed line in the right panel denotes γ = 13/3.

Table 2. 90% credible regions for the power law parameters constraints in the different Bayesian analyses with DE440 for both DR2full and
DR2new.

Software +Model DR2full DR2new

log10 ACRS γCRS log10 ACRS γCRS

ENTERPRISE + CURN −14.53+0.29
−0.44 4.13+0.80

−0.59 −14.00+0.28
−0.77 2.91+1.72

−0.87
FORTYTWO + CURN −14.52+0.30

−0.40 4.12+0.74
−0.60 −14.00+0.27

−0.66 2.91+1.51
−0.85

ENTERPRISE + GWB −14.54+0.28
−0.41 4.19+0.73

−0.63 −13.94+0.23
−0.48 2.71+1.18

−0.71
FORTYTWO + GWB −14.53+0.30

−0.40 4.16+0.74
−0.66 −13.94+0.24

−0.55 2.71+1.30
−0.75

ENTERPRISE + Binned ORF −14.47+0.27
−0.35 4.10+0.64

−0.56 −13.89+0.22
−0.32 2.63+0.86

−0.71
FORTYTWO + Binned ORF −14.49+0.29

−0.39 4.11+0.72
−0.62 −13.87+0.22

−0.37 2.58+0.98
−0.74

ENTERPRISE + Chebyshev ORF −14.50+0.32
−0.40 4.17+0.73

−0.72 −13.87+0.22
−0.31 2.57+0.86

−0.76
ENTERPRISE + Legendre ORF −14.51+0.30

−0.40 4.19+0.74
−0.63 −13.89+0.23

−0.35 2.59+0.98
−0.72

Notes. The analyses included the search for common uncorrelated red noise (CURN), gravitational wave background (GWB), and a common
correlated signal with overlap reduction function (ORF) modelled with different methods (binned ORF, Chebyshev ORF, and Legendre ORF).

parameter differences, which can be integrated to obtain the
mean probability for the presence of parameter shifts (see Eq. (4)
in Raveri & Doux 2021). The resulting probability for a param-
eter shift can be converted into an effective number of σ using
the standard normal distribution. In short, the package produces
a score that can be interpreted as ‘within how many σ’ two dis-
tributions are consistent (see also Raveri & Hu 2019, for more
details). The results of this analysis in Table 3 indicate that the
differences are minimal when comparing posteriors between dif-
ferent analysis software packages (ENTERPRISE vs. FORTYTWO)
regardless of the data set (either DR2full or DR2new). However,
when comparing GWB posteriors between different data sets
(DR2full vs. DR2new), there are tensions of ∼1σ for CURN,
∼1.4σ for HD, and ∼1.6σ for Binned ORF, regardless of the
software package used.

Figure 2 shows, in the left panel, the two-dimensional
posterior difference distribution between the ENTERPRISE and
FORTYTWO posteriors obtained for the DR2new data set, again
showing consistency of the results provided by the two inde-
pendent analysis packages. On the contrary, the corresponding
distribution for the difference in the posteriors associated with

DR2full and DR2new, shown in the right panel, highlights the
significant difference between the two data sets, more detailed
comparisons can be found online4.

The parameter constraints from the Bayesian pipelines can
be compared with the results of OS estimates. We first fixed the
spectral index to γ = 13/3 and computed the OS amplitude and
S/N for a CRS with monopole, dipole, or HD correlation. A sum-
mary of our findings is given in Table 4, for the three correlation
patterns in the four different data sets. The best-fit amplitudes
for the HD correlation from the OS can be compared with the
Bayesian value found when slicing the posterior at γ = 13/3,
which is A2

HD = 6.0+4.0
−3.0 × 10−30. We notice that this value sits

halfway between the OS amplitude estimate for the two data sets,
with A2

HD of 2.7+3.0
−2.5 × 10−30 for DR2full and 10.0+5.1

−4.9 ×10−30 for
DR2new. Both estimates overlap with the Bayesian value within
their 90% credible region. The median value for the OS S/N esti-
mate for a HD-correlated process increases from 1.3 in DR2full
to 3.5 for DR2new. The A2

CRS and S/N distributions of the corre-
lated processes as estimated by the OS are shown in Fig. 3, which
further highlight the HD correlated signal emerging in DR2new.
4 https://github.com/subhajitphy/Posterior_comparisons
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• Four EPTA subsets studied
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Figure 1. Left : Free spectral posteriors for each PTA showing the measured HD correlated GWB power in several frequency
bins under no spectral shape assumption. Each PTA used a different Fourier basis set by their own maximum observing time.
The dashed line shows a power law spectrum as determined by the joint 2D power law posterior median. Right : 2D posterior
for HD correlated power law GWB parameters. Contours show 68, 95, and 99.7% of the posterior mass. The vertical dotted
line is at γ = 13/3.

Figure 2. Difference distributions for GWB parameters between pairs of PTAs as computed by tensiometer. The contours
show 68 and 95% of the distribution mass.

4.2. Comparing the GWB sensitivity of PTAs

A commonly used measure of GW detector perfor-
mance is a frequency-dependent ‘sensitivity curve’. This
metric, which estimates the smallest amplitude of a GW
induced signal that a detector would detect, is often used
in the GW community to assess detector performance
(see Moore et al. 2014; Hazboun et al. 2019b; Kaiser &
McWilliams 2021, and references therein). The hasasia
(Hazboun et al. 2019a) package offers a means to effi-
ciently compute such curves for PTAs. Specifically, the
sensitivity curves we compare here are the sensitivity to
interpulsar cross-correlations induced in the PTA by a
GWB. As input, hasasia uses the original time of ar-
rival data and the median noise parameters for all noise

processes, including the GWB auto-correlations which
act as noise when trying to detect the cross-correlations.
In order to generate sensitivity curves for

EPTA+InPTA and PPTA, we made a few modifica-
tions to hasasia. This is because hasasia accounts
for white noise and achromatic RN only. For analyses
like NANOGrav, which modeled DM variations using
DMX (which appears in the timing model) this is suf-
ficient, but it is not for analyses that use DMGP, like
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Comparison of DR2 and DR2 new:

• A small amount of eccentricity in the SMBHB population would 
account for a flatter spectrum as suggested by DR2new

• It this is true, gives example of kind of astrophysics possible with PTAs
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New PTA collaborations are stemming (such as the Indian PTA with the GMRT and 
the Ooty telescope) and new extraordinary facilities are being built or finalized 
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shift technique, which removes interpulsar correlations by
adding random phase shifts to the Fourier components of the
common process (Taylor et al. 2017). We find false-alarm
probabilities of p= 10−3 and p= 5× 10−5 for the observed
Bayes factor and optimal statistic, respectively (see Figure 3).

For our fiducial power-law model ( f−2/3 for characteristic
strain and f−13/3 for timing residuals) and a log-uniform
amplitude prior, the Bayesian posterior of GWB amplitude at
the customary reference frequency 1 yr−1 is AGWB =
2.4 100.6

0.7 15´-
+ - (median with 90% credible interval), which is

compatible with current astrophysical estimates for the GWB from
SMBHBs (e.g., Burke-Spolaor et al. 2019; Agazie et al. 2023b).
This corresponds to a total integrated energy density of

9.3 10gw 4.0
5.8 9W = ´-

+ - or 7.7 10 ergs cmgw 3.3
4.8 17 3r = ´-

+ - -

(assuming H0= 70 km s−1Mpc−1) in our sensitive frequency

band. For a more general model of the timing-residual power
spectral density with variable power-law exponent −γ, we find
A 6.4 10GWB 2.7

4.2 15= ´-
+ - and 3.2 0.6

0.6g = -
+ . See Figure 1(b) for

AGWB and γ posteriors. The posterior for γ is consistent with the
value of 13/3 predicted for a population of SMBHBs evolving by
GW emission, although smaller values of γ are preferred;
however, the recovered posteriors are consistent with predictions
from astrophysical models (see Agazie et al. 2023b). We also note
that, unlike our detection statistics (which are calibrated under our
modeling assumptions), the estimation of γ is very sensitive to
minor details in the data model of a few pulsars.
The rest of this paper is organized as follows. We briefly

describe our data set and data model in Section 2. Our main
results are discussed in detail in Sections 3 and 4; they are
supported by a variety of robustness and validation studies,

Figure 1. Summary of the main Bayesian and optimal-statistic analyses presented in this paper, which establish multiple lines of evidence for the presence of
Hellings–Downs correlations in the 15 yr NANOGrav data set. Throughout we refer to the 68.3%, 95.4%, and 99.7% regions of distributions as 1σ/2σ/3σ regions,
even in two dimensions. (a) Bayesian “free-spectrum” analysis, showing posteriors (gray violins) of independent variance parameters for a Hellings–Downs-correlated
stochastic process at frequencies i/T, with T the total data set time span. The blue represents the posterior median and 1σ/2σ posterior bands for a power-law model;
the dashed black line corresponds to a γ = 13/3 (SMBHB-like) power law, plotted with the median posterior amplitude. See Section 3 for more details. (b) Posterior
probability distribution of GWB amplitude and spectral exponent in an HD power-law model, showing 1σ/2σ/3σ credible regions. The value γGWB = 13/3 (dashed
black line) is included in the 99% credible region. The amplitude is referenced to fref = 1 yr−1 (blue) and 0.1 yr−1 (orange). The dashed blue and orange curves in the

Alog10 GWB subpanel show its marginal posterior density for a γ = 13/3 model, with fref = 1 yr−1 and fref = 0.1 yr−1, respectively. See Section 3 for more details. (c)
Angular-separation-binned interpulsar correlations, measured from 2211 distinct pairings in our 67-pulsar array using the frequentist optimal statistic, assuming
maximum-a-posteriori pulsar noise parameters and γ = 13/3 common-process amplitude from a Bayesian inference analysis. The bin widths are chosen so that each
includes approximately the same number of pulsar pairs, and central bin locations avoid zeros of the Hellings–Downs curve. This binned reconstruction accounts for
correlations between pulsar pairs (Romano et al. 2021; Allen & Romano 2022). The dashed black line shows the Hellings–Downs correlation pattern, and the binned
points are normalized by the amplitude of the γ = 13/3 common process to be on the same scale. Note that we do not employ binning of interpulsar correlations in our
detection statistics; this panel serves as a visual consistency check only. See Section 4 for more frequentist results. (d) Bayesian reconstruction of normalized
interpulsar correlations, modeled as a cubic spline within a variable-exponent power-law model. The violins plot the marginal posterior densities (plus median and
68% credible values) of the correlations at the knots. The knot positions are fixed and are chosen on the basis of features of the Hellings–Downs curve (also shown as a
dashed black line for reference): they include the maximum and minimum angular separations, the two zero-crossings of the Hellings–Downs curve, and the position
of minimum correlation. See Section 3 for more details.
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Figure 3. Estimated sensitivity to the characteristic strain
induced by a GWB as a function of GW frequency. The
dashed line shows a power law spectrum as determined by
the joint 2D power law posterior median from the right panel
of Figure 1.

EPTA+InPTA and PPTA. The system and band noise
models used by PPTA must also be accounted for3.
The three resulting sensitivity curves are presented in

Figure 3 and show the relative sensitivity of the PTA
data sets. The general behavior of the curves follows
the simple expectations based on the intrinsic prop-
erties of each data set. The differing low frequency
sensitivity supports the reported evidence from each
PTA for the presence of an HD correlated GWB sig-
nal. The NANOGrav data set shows the best low fre-
quency sensitivity, reaching slightly lower frequencies
than EPTA+InPTA due to the longer observing baseline
of analyzed data. The PPTA data set which spans the
longest time extends to the lowest frequencies but does
not achieve the same low frequency sensitivity as the
other two. At the higher frequencies, the EPTA+InPTA
and PPTA data sets are more sensitive than NANOGrav
due to their higher observing cadences with observa-
tions occurring every ∼ 3 and ∼ 7 days, respectively.
NANOGrav suffers at the high frequency end due to its
lower observing cadence of roughly 30 or 14 days, de-
pending on the pulsar.

3 The PPTA also included a model for the variable DM delay from
the solar wind, which has been left out in this analysis for sim-
plicity, and produces the small ‘bump’ at ∼2.76 nHz in the PPTA
sensitivity curve.

Figure 4. Amplitudes of CURN recovered using the factor-
ized likelihood method. Extended data sets are also shown,
where the pulsars of one data set are added to the another,
without repeating pulsars. The boxes contain 68% of the dis-
tribution mass, and the center line marks the median. The
whiskers contain 95% of the distribution mass.

4.3. Comparison using standardized noise models

4.3.1. Common uncorrelated red noise amplitude

In order to make a fair comparison of the observed
GWB properties we reanalyzed each PTA’s data us-
ing the standardized noise models described in subsec-
tion 3.2. In place of a full Bayesian analysis search-
ing for HD correlated GWB, which is computationally
expensive, we used the factorized likelihood approach.
Using this method individual pulsars were analyzed in-
dependently in parallel and the results combined to ar-
rive at a posterior distribution for the amplitude of
CURN, log10 ACURN, assuming a fixed spectral index
of γCURN = 13/3. This method did not include inter-
pulsar cross-correlations, but acted as a good proxy to
quickly determine the spectral properties of a common
signal like the GWB.
We applied the standardized noise model described

in subsection 3.2 to every pulsar with a timing base-
line longer than 3 years. Only 4 pulsars were dropped
due to this time cutoff: J0614−3329 from NANOGrav
and J0900−3144, J1741+1351, and J1902−5105 were
dropped from PPTA. Each pulsar was independently an-
alyzed and the posteriors for the pulsars from a given
PTA were combined, resulting in the CURN posteriors
shown in color in Figure 4. There is broad agreement
between the PTAs, and these new results agree well with
the fixed spectral index GWB amplitude reported by the
PTAs and stated in section 2. The black boxes in Fig-
ure 4 are based on extending the individual PTA data
sets and will be discussed in subsection 6.2.

IPTA
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adding random phase shifts to the Fourier components of the
common process (Taylor et al. 2017). We find false-alarm
probabilities of p= 10−3 and p= 5× 10−5 for the observed
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For our fiducial power-law model ( f−2/3 for characteristic
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value of 13/3 predicted for a population of SMBHBs evolving by
GW emission, although smaller values of γ are preferred;
however, the recovered posteriors are consistent with predictions
from astrophysical models (see Agazie et al. 2023b). We also note
that, unlike our detection statistics (which are calibrated under our
modeling assumptions), the estimation of γ is very sensitive to
minor details in the data model of a few pulsars.
The rest of this paper is organized as follows. We briefly

describe our data set and data model in Section 2. Our main
results are discussed in detail in Sections 3 and 4; they are
supported by a variety of robustness and validation studies,

Figure 1. Summary of the main Bayesian and optimal-statistic analyses presented in this paper, which establish multiple lines of evidence for the presence of
Hellings–Downs correlations in the 15 yr NANOGrav data set. Throughout we refer to the 68.3%, 95.4%, and 99.7% regions of distributions as 1σ/2σ/3σ regions,
even in two dimensions. (a) Bayesian “free-spectrum” analysis, showing posteriors (gray violins) of independent variance parameters for a Hellings–Downs-correlated
stochastic process at frequencies i/T, with T the total data set time span. The blue represents the posterior median and 1σ/2σ posterior bands for a power-law model;
the dashed black line corresponds to a γ = 13/3 (SMBHB-like) power law, plotted with the median posterior amplitude. See Section 3 for more details. (b) Posterior
probability distribution of GWB amplitude and spectral exponent in an HD power-law model, showing 1σ/2σ/3σ credible regions. The value γGWB = 13/3 (dashed
black line) is included in the 99% credible region. The amplitude is referenced to fref = 1 yr−1 (blue) and 0.1 yr−1 (orange). The dashed blue and orange curves in the

Alog10 GWB subpanel show its marginal posterior density for a γ = 13/3 model, with fref = 1 yr−1 and fref = 0.1 yr−1, respectively. See Section 3 for more details. (c)
Angular-separation-binned interpulsar correlations, measured from 2211 distinct pairings in our 67-pulsar array using the frequentist optimal statistic, assuming
maximum-a-posteriori pulsar noise parameters and γ = 13/3 common-process amplitude from a Bayesian inference analysis. The bin widths are chosen so that each
includes approximately the same number of pulsar pairs, and central bin locations avoid zeros of the Hellings–Downs curve. This binned reconstruction accounts for
correlations between pulsar pairs (Romano et al. 2021; Allen & Romano 2022). The dashed black line shows the Hellings–Downs correlation pattern, and the binned
points are normalized by the amplitude of the γ = 13/3 common process to be on the same scale. Note that we do not employ binning of interpulsar correlations in our
detection statistics; this panel serves as a visual consistency check only. See Section 4 for more frequentist results. (d) Bayesian reconstruction of normalized
interpulsar correlations, modeled as a cubic spline within a variable-exponent power-law model. The violins plot the marginal posterior densities (plus median and
68% credible values) of the correlations at the knots. The knot positions are fixed and are chosen on the basis of features of the Hellings–Downs curve (also shown as a
dashed black line for reference): they include the maximum and minimum angular separations, the two zero-crossings of the Hellings–Downs curve, and the position
of minimum correlation. See Section 3 for more details.
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Figure 9. An unweighted Venn diagram showing the over-
lapping pulsars between each PTA’s data sets. Note that
for the factorized likelihood analyses 4 pulsars were dropped
from the PPTA DR3 due to baselines for those pulsars being
shorter than 3 years, but are included in this diagram for
completeness.

consistent with the findings of the IPTA-DR2 analysis
(Antoniadis et al. 2022), where improvements to param-
eter estimation and detection significance are observed
when PTA data sets are extended.
Starting from each of the factorized likelihood CURN

posterior from the above analysis, we again used the
NMOS to determine the SNR distributions for each
pseudo-IPTA data set. This method shows how adding
in pulsars from other PTAs affects the significance of
correlated power.
Figure 6 shows each individual PTA’s NMOS SNR

recovery alongside each possible pseudo-IPTA data set.
These SNR distributions show that it did not matter
which PTA we started with, adding additional pulsars
will always result in a higher SNR. This is consistent
with scaling relations for the optimal statistic found in
Siemens et al. (2013), and shows the strong promise of
a full data combination.
Comparing the different combinations with each other

we see that there is a preference to the ordering of
PTA additions. Starting with NANOGrav data first
in the process results in the highest SNRs, and adding
EPTA+InPTA data before PPTA results in higher
SNRs. These preferences are consistent with each PTA’s
individual SNR.

7. CONCLUSIONS

We performed a comparison of the noise models used
and the properties of the GWB recovered in the most
recent data-sets of EPTA+InPTA, NANOGrav, and
PPTA. We found that a majority of the noise param-
eters were consistent between the three different data
sets. Where there were significant (> 3σ) differences,
they could be attributed to different time spans and ca-

dences as well as the lack of frequency coverage in indi-
vidual PTAs. These tensions also reduced significantly
when standardized noise models were adopted. We also
calculated and compared the relative sensitivity of the
three data sets using sensitivity curves, showing that the
different levels of reported evidence for the GWB were
consistent with the sensitivities of each of these data
sets.
Despite the different noise models used by each PTA,

the GWB posterior distributions for all three PTA data
sets were consistent within 1σ as calculated by the ten-
sion metric. The GWB spectra measured from all three
PTA data sets were consistent with a single, “joint”
power law spectrum, with no evidence for deviations
from this power law spectral template.
Finally, we extended each of the three data sets using

the factorized likelihood approach, to achieve a pseudo-
IPTA analysis. The amplitudes of the CURN process
estimated from a global posterior using different per-
mutations of PTA extensions were found to be broadly
consistent with each other as well as with those reported
by the individual PTAs. The addition of pulsars to any
PTA also resulted in an increase in the measured HD
SNR.
The members of the IPTA, along with the MeerKAT

PTA (Miles et al. 2023), are currently in the process of
combining their most recent data sets, which will be-
come IPTA-DR3. The comparisons presented here mo-
tivate improvements and best practices to be adopted
in a unified analysis for the ongoing data combina-
tion by the IPTA. Based on our work we believe that
choosing the right noise model for each pulsar through
Bayesian model section will be an important step for
future IPTA analyses. In particular great care must
be taken with the pulsars J0030+0451, J0613−0200,
J1022+1001, J1640+2224, J1713+0747, J1744−1134
and J2124−3358 where discrepancies between PTAs per-
sisted when using the standardized noise model. While
the results presented here adopted a much simplified
approach as opposed to a true combination, these al-
ready hint at an enhancement in the significance of
GWB detection in the full DR3 over those reported by
EPTA+InPTA, NANOGrav, and PPTA individually.
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were produced with independent posterior samples and the
resulting correlations are nearly identical, which indicates that
the effect of KDE uncertainty due to a finite number of samples
is negligible. It can be clearly seen that the Hellings–Downs
curve (solid black line, Equation (5)) is a better description of
the resulting PDFs than zero correlations (which we quantify
below). It can also be seen that a monopole (with correlation
coefficient, Γ= 1) and dipolar correlations (with cos qG = ( ),
i.e., Γ= 1, at ζ= 0°, and Γ=−1, at ζ= 180°) are not the
dominate source of the common noise at this assumed amplitude

and spectral index. However, these alternative correlations must
be present at some level in all PTA data sets.
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Figure 7. Measured spatial correlations as a function of the angular separation angle, ζ. The width of each violin as a function of Γ is proportional to the inferred
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CRN = -  (green, filled) and with amplitude
fixed at the median (black, hollow). The dashed black line is the Hellings–Downs ORF. The gray histogram shows the number of pulsar pairs in each angular bin.
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CPTA DR1, Searching for nHz stochastic GW background 9

Fig. 4: The measured correlation coefficients (y-axis) as a function of the pulsar-pair separation angle (x-

axis). Red dots denote the measured correlation coefficients between all pulsar-pairs without the auto-

correlation. The blue curves with error bars represent the binned average red dots, which only serve to

aid the visual inspection. The error bars are the standard error of binned average value estimated using

the binned red dots. The solid red curves depict the theoretical HD curve. The top row three panels show

simulations without the GWB signal injection, where the data was simulated to match exactly the times and

frequencies of the real CPTA DR1. Each panel from left to right corresponds to f = 1/T, 1.5/T , and 2/T ,

respectively.

as demonstrated by numerical simulations of Zic et al. (2022) and the toy model in Appendix A. One

needs to be cautious about the application and interpretation of the Bayes factors for the current problem of

measuring or detecting the statistical variance of stochastic signals with spatial correlations.

5 DISCUSSION AND CONCLUSION

In this paper, we show that the inferred GWB characteristic amplitude is logAc = −14.4+1.0
−2.8 for a spectral

index in the range α ∈ [−1.8, 1.5], and logAc = −14.7+0.9
−1.9 if fixing α = −2/3. The measured GWB

amplitude agrees with theoretical expectation (Sesana 2013; McWilliams et al. 2014). However, because of

PPTA

CPTA

On June 29th, 2023: Consistent results between all PTAs: > 20 papers



Opportunities for/via multi-messenger science
• Individual source(s) – EM follow-up, transition into LISA band, galaxy surveys, simulations
• Relic (primordial) gravitational waves – seeing through the CMB – to detect signal from inflation
• Cosmological phase transition
• Cosmic strings
• Dark matter, axions etc.
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ABSTRACT

The European Pulsar Timing Array (EPTA) and Indian Pulsar Timing Array (InPTA) collaborations have measured a low-frequency common
signal in the combination of their second and first data releases respectively, with the correlation properties of a gravitational wave background
(GWB). Such signal may have its origin in a number of physical processes including a cosmic population of inspiralling supermassive black
hole binaries (SMBHBs); inflation, phase transitions, cosmic strings and tensor mode generation by non-linear evolution of scalar perturbations
in the early Universe; oscillations of the Galactic potential in the presence of ultra-light dark matter (ULDM). At the current stage of emerging
evidence, it is impossible to discriminate among the different origins. Therefore, in this paper, we consider each process separately, and investigate
the implications of the signal under the hypothesis that it is generated by that specific process. We find that the signal is consistent with a cosmic
population of inspiralling SMBHBs, and its relatively high amplitude can be used to place constraints on binary merger timescales and the SMBH-
host galaxy scaling relations. If this origin is confirmed, this is the first direct evidence that SMBHBs merge in nature, adding an important
observational piece to the puzzle of structure formation and galaxy evolution. As for early Universe processes, the measurement would place
tight constraints on the cosmic string tension and on the level of turbulence developed by first-order phase transitions. Other processes would
require non-standard scenarios, such as a blue-tilted inflationary spectrum or an excess in the primordial spectrum of scalar perturbations at large
wavenumbers. Finally, a ULDM origin of the detected signal is disfavoured, which leads to direct constraints on the abundance of ULDM in our
Galaxy.

Key words. gravitational waves – black holes: physics – early universe – dark matter – methods:data analysis – pulsars:general

1. Introduction

The recent observation of a common signal with excess power
in the nano-Hz frequency ranges (i.e. a “common red signal” as
defined in Arzoumanian et al. 2020; Goncharov et al. 2021; Chen
⋆ nataliya.porayko@unimib.it
⋆⋆ quelquejay@apc.in2p3.fr
⋆⋆⋆ alberto.sesana@unimib.it

et al. 2021) in pulsar timing array (PTA) datasets, with emerging
evidence for quadrupolar correlations1 opens a new era in the
exploration of the Universe.

This important milestone is achieved thanks to the ef-
forts of the European Pulsar Timing Array (EPTA, Desvi-

1 See the EPTA and InPTA Collaborations (2023b) for more details on
inter-pulsar correlations.
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ABSTRACT

We present the results of a search for continuous gravitational wave signals (CGWs) in the second data release (DR2) of the European Pulsar
Timing Array (EPTA) collaboration. The most significant candidate event from this search has a gravitational wave frequency of 4-5 nHz. Such a
signal could be generated by a supermassive black hole binary (SMBHB) in the local Universe. We present the results of a follow-up analysis of
this candidate using both Bayesian and frequentist methods. The Bayesian analysis gives a Bayes factor of 4 in favor of the presence of the CGW
over a common uncorrelated noise process, while the frequentist analysis estimates the p-value of the candidate to be < 1%, also assuming the
presence of common uncorrelated red noise. However, comparing a model that includes both a CGW and a gravitational wave background (GWB)
to a GWB only, the Bayes factor in favour of the CGW model is only 0.7. Therefore, we cannot conclusively determine the origin of the observed
feature, but we cannot rule it out as a CGW source. We present results of simulations that demonstrate that data containing a weak gravitational
wave background can be misinterpreted as data including a CGW and vice versa, providing two plausible explanations of the EPTA DR2 data.
Further investigations combining data from all PTA collaborations will be needed to reveal the true origin of this feature.

Key words. gravitational waves – methods:data analysis – pulsars:general

1. Introduction

The population of SMBHBs in the relatively local Universe is
the most promising astrophysical source of gravitational waves
(GWs) at nanohertz frequencies, which are probed by pulsar tim-
ing array (PTA) observations. The signal is generated by binaries
in wide orbits with periods of months to years. Each binary is far
from merger and evolving slowly, so the emitted GWs are al-
most monochromatic. However, the incoherent superposition of
GWs from many binaries creates a stochastic GW background
(SGWB) signal with a characteristic broad red-noise type spec-
trum. A search of the second data release (DR2) of the European
⋆ falxa@apc.in2p3.fr
⋆⋆ lorenzo.speri@aei.mpg.de

Pulsar Timing Array (EPTA) for an SGWB was reported in (the
EPTA and InPTA Collaborations 2023b). This analysis reported
increasing evidence for an SGWB, based on seeing a red noise
process with a common spectral shape in all pulsars and see-
ing evidence that the correlation of the signal between pairs of
pulsars was consistent with the forecasted Hellings-Downs (HD)
correlation curve that is expected from an SGWB. The statisti-
cal significance reported in (the EPTA and InPTA Collaborations
2023b) is not yet high enough to claim a detection, but the data
is starting to show some evidence for an SGWB.

The EPTA DR2 includes 25 pulsars selected to optimize for
detection of the HD correlations, based on the methods described
in Speri et al. (2023). The analyzed data were collected with six
EPTA telescopes: the Effelsberg Radio Telescope in Germany,
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8 Department of Astrophysics/IMAPP, Radboud University, P.O. Box 9010, 6500 GL Nijmegen, The Netherlands
9 Astrophysics Group, Cavendish Laboratory, JJ Thomson Avenue, Cambridge CB3 0HE, UK
10 Centre for Astrophysics and Supercomputing, Swinburne University of Technology, Post Box 218 Hawthorn, VIC 3122, Australia
11 Fakultät für Physik, Universität Bielefeld, Postfach 100131, D-33501Bielefeld, Germany
12 INAF-Osservatorio Astronomico di Cagliari, via della Scienza 5, I-09047 Selargius (CA), Italy
13 Anton Pannekoek Institute for Astronomy, University of Amsterdam, Science Park 904, NL-1098 XH Amsterdam, the Netherlands
14 School of Physics and Astronomy, University of Birmingham, Edgbaston, Birmingham B15 2TT, UK
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ABSTRACT

We search for continuous gravitational waves (CGWs) produced by individual super-
massive black-hole binaries (SMBHBs) in circular orbits using high-cadence timing
observations of PSR J1713+0747. We observe this millisecond pulsar using the tele-
scopes in the European Pulsar Timing Array (EPTA) with an average cadence of
approximately 1.6 days over the period between April 2011 and July 2015, including
an approximately daily average between February 2013 and April 2014. The high-
cadence observations are used to improve the pulsar timing sensitivity across the GW
frequency range of 0.008 − 5 µHz. We use two algorithms in the analysis, including
a spectral fitting method and a Bayesian approach. For an independent comparison,
we also use a previously published Bayesian algorithm. We find that the Bayesian ap-
proaches provide optimal results and the timing observations of the pulsar place a 95
per cent upper limit on the sky-averaged strain amplitude of CGWs to be ! 3.5×10−13

at a reference frequency of 1 µHz. We also find a 95 per cent upper limit on the sky-
averaged strain amplitude of low-frequency CGWs to be ! 1.4× 10−14 at a reference
frequency of 20 nHz.

Key words: gravitational waves – stars: neutron – pulsars: individual: PSR
J1713+0747
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What would be the effect of  a single source on a the pulsar-Earth arm?

The timing residual is the integral over TOA variation over the duration of the timing experiment:

  Norbert Wex / GR@99 / Bad Honnef / 2014-09-17

Pulsars as gravitational-wave detectors
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CONSTRAINING THE PROPERTIES OF SUPERMASSIVE BLACK HOLE SYSTEMS
USING PULSAR TIMING: APPLICATION TO 3C 66B
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ABSTRACT

General expressions for the expected timing residuals induced by gravitational wave (G-wave) emission from
a slowly evolving, eccentric, binary black hole system are derived here for the first time. These expressions are
used to search for the signature of G-waves emitted by the proposed supermassive binary black hole system in
3C 66B. We use data from long-term timing observations of the radio pulsar PSR B1855+09. For the case of a
circular orbit, the emitted G-waves should generate clearly detectable fluctuations in the pulse-arrival times of
PSR B1855+09. Since no G-waves are detected, the waveforms are used in a Monte Carlo analysis in order to
place limits on the mass and eccentricity of the proposed black hole system. The analysis presented here rules out
the adopted system with 95% confidence. The reported analysis also demonstrates several interesting features of
a G-wave detector based on pulsar timing.

Subject headings: black hole physics — gravitational waves — pulsars: general —
pulsars: individual (B1855+09)

1. INTRODUCTION

This work describes a general technique used to constrain
the properties of supermassive binary black hole (SBBH)
systems using pulsar-timing observations. This technique is
applied to the recently proposed SBBH system in 3C 66B
(Sudou et al. 2003; hereafter S03) using 7 yr of timing data
from the radio pulsar PSR B1855+09. Given the length of
the available data set and this pulsar’s low rms timing noise
(1.5 !s), these data are well suited for this analysis.

Expressions are derived for the expected timing residuals
induced by G-waves generated from two orbiting masses. The
effects of orbital eccentricity, viewing geometry, and post-
Newtonian orbital evolution are included. Since the resulting
waveforms are quasi-periodic, although not necessarily sinu-
soidal, a periodogram analysis together with harmonic sum-
ming can be used to search for the signature of G-waves in
pulsar-timing data. When this signature is detected, the de-
rived expressions can be used to determine the system’s chirp
mass and eccentricity. For a nondetection, these expression
can be used in a Monte Carlo analysis in order to place limits
on the properties of the proposed system.

In this work, the derived expressions are used to place limits
on the proposed SBBH system in 3C 66B, a nearby (z ¼ 0:02)
radio galaxy. S03 recently suggested that this galaxy may
contain a SBBH system with a current period of 1.05 yr, a
total mass of 5:4 ; 1010 M", and a mass ratio of 0.1. Such a
system will merge in #5 yr. Although it would be fortuitous to
catch such a system so close to coalescence, the reward for
directly detecting G-waves for the first time is large enough to
warrant a short investigation focused on this system.

Future work will place constraints on other known nearby
candidate SBBH systems. Lommen & Backer (2001) showed
that meaningful constraints could be placed on about a dozen
nearby sources, if pulsar timing can reach sensitivities of
100 ns. The residual expressions derived here can be used
to place limits on the chirp mass and eccentricity of these
systems. These expressions also show how the same G-wave
will affect multiple sources, thus allowing one to discriminate
between G-wave-induced and non–G-wave-induced timing
fluctuations.

Section 2 describes the expected signature of G-wave
emission from a general binary system; x 3 applies these re-
sults to the specific case of the proposed system in 3C 66B. The
observations of PSR B1855+09 used to search for G-waves
are described in x 4. Section 5 discusses the search tech-
niques employed as well as the Monte Carlo simulation used
to place limits on the mass and eccentricity of the system.
The results are discussed in x 6.

2. THE SIGNATURE OF A SBBH

The orbital motion of a SBBH system will generate gravi-
tational radiation. The emitted G-waves will induce periodic
oscillations in the arrival times of individual pulses from
radio pulsars. Given a model for the pulse arrival times in the
absence of G-waves, one can generate a time series of
‘‘residuals,’’ which are the observed pulse arrival times minus
the expected pulse arrival times. Ideally, the effects of known
accelerations are removed from the timing residuals, leaving
only the variations due to the presence of G-waves.

The emitted G-waves are described by two functions of
spacetime, hþ and h;, which correspond to the gravitational
wave strain of the two polarization modes of the radiation
field. As these waves pass between the Earth and a pulsar, the
observed timing residuals, R(t), will vary as (Estabrook &
Wahlquist 1975; Detweiler 1979)

R(t) ¼ 1

2
1þ cos !ð Þ rþ tð Þ cos 2 ð Þ þ r; tð Þ sin 2 ð Þ½ (; ð1Þ
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Variations in the pulse arrival times compared to h = 0 (residuals)

"Earth term"

"pulsar term"

where t is time, ! is the opening angle between the G-wave
source and the pulsar relative to Earth,  is the G-wave
polarization angle, and the ‘‘+’’ and ‘‘;’’ refer to the two
G-wave polarization states. The functions rþ and r;, referred
to collectively as rþ;;, are related to the G-wave strain by

rþ;;(t) ¼ reþ;;(t)# r
p
þ;;(t); ð2Þ

reþ;;(t) ¼
Z t

0

heþ;;(") d"; ð3Þ

r
p
þ;;(t) ¼

Z t

0

h
p
þ;; " # d

c
1# cos !ð Þ

! "
d"; ð4Þ

where heþ;;(t) is the G-wave strain at Earth, h
p
þ;;(t) is the

gravitational wave strain at the pulsar, " is the time integration
variable, d is the distance between Earth and the pulsar, and c
is the speed of light. Note that the pulsar term, hpþ;;, is eval-
uated at the current time minus a geometric delay.

G-waves emitted by a system in a circular orbit (i.e., zero
eccentricity) will vary sinusoidally as a function of time, with
a frequency given by twice the orbital frequency. For eccentric
systems, the emitted waves will contain several harmonics of
the orbital frequency. The second harmonic will dominate at
low eccentricities, while the fundamental (i.e., the orbital)
frequency will dominate at high eccentricities. In general, the
period and eccentricity of a binary system will be decreas-
ing with time, because the system is radiating away energy
and angular momentum in G-waves. Hence, the frequencies
present in hþ;;(t) will vary with time. Since r eþ;; and r

p
þ;; may

be generated by hþ;;(t) at epochs separated by an extremely
long time interval, the frequency content of these terms may
differ significantly.

The G-wave strain, h(t), induced by a black hole binary can
be calculated using the standard weak-field approximation
applied to two orbiting point masses (Wahlquist 1987). The
expected residuals are found by integrating h(t) with respect to
time (see eqs. [2]–[4]):

reþ(t) ¼ # (t) A(t) cos (2$)# B(t) sin (2$)½ '; ð5Þ

re;(t) ¼ # (t) A(t) sin (2$)þ B(t) cos (2$)½ '; ð6Þ

# (t) ¼ M 5=3
c

D!1=3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1# e(t)2

p

1þ e(t) cos %(t)½ '
; ð7Þ

where D is the distance to the source, $ is the orientation of
the line of nodes on the sky, !(t) is the orbital frequency, e(t)
is the eccentricity, %(t) is the orbital phase, and Mc is the
‘‘chirp mass,’’ defined as

Mc ¼ Mt
m1m2

M2
t

$ %3=5

; ð8Þ

where Mt ¼ m1 þ m2 and m1 and m2 are the masses of the
individual black holes. Note that all units from equation (5) on
are in ‘‘geometrized’’ units,5 where G ¼ c ¼ 1. A(t) and B(t)
are given by

A(t) ¼ 2e(t) sin %(t)½ ' cos %(t)# %n½ '2# cos i½ '2 sin %(t)# %n½ '2
n o

# 1

2
sin 2 %(t)# %n½ 'f gf1þ e(t) cos ½%(t)'g 3þ cos 2ið Þ½ ';

ð9Þ

B(t) ¼ 2 cos i cos 2 %(t)# %n½ 'f gþ e(t) cos ½%(t)# 2%n'ð Þ; ð10Þ

where i and %n are the orbital inclination angle and the value of
% at the line of nodes, respectively (Wahlquist 1987). Values
for %(t) and e(t) are given by the coupled differential equations
(Wahlquist 1987; Peters 1964)

d%

dt
¼ !(t)

1þ e(t) cos %(t)½ 'f g2

1# e tð Þ2
h i3=2 ; ð11Þ

de

dt
¼# 304

15
M 5=3

c !8=3
0 &#4

0

e tð Þ#29=19 1# e tð Þ2
h i3=2

1þ 121=304ð Þe tð Þ2
h i1181=2299 ;

ð12Þ

where !0 is the initial value of !(t) and &0 is a constant that
depends on the initial eccentricity e0:

&0 ¼ 1# e20
& '

e
#12=19
0 1þ 121

304
e20

! "#870=2299

: ð13Þ

Here !(t) is given by

!(t) ¼ a0e tð Þ#18=19 1# e tð Þ2
h i3=2

1þ 121

304
e tð Þ2

! "#1305=2299

;

ð14Þ

where a0 is determined by the initial condition !(t ¼ 0) ¼ !0.
The above equations are accurate to first order in v=c and valid
only when both e(t) and !(t) vary slowly with time. The
expressions for rpþ;; are identical to those for r

e
þ;;. Note that r

p
þ;;

is evaluated at an earlier time than reþ;; (see eqs. [3] and [4]).

3. APPLICATION TO 3C 66B

S03 suggest the presence of a 1:3 ; 1010M( black hole bi-
nary in the radio galaxy 3C 66B. Their VLBI measurements at
both 8.4 and 2.3 GHz show the elliptical motion of a radio
core with a period of 1:05 ) 0:03 yr at epoch 2002. Normally,
this motion would be attributed to the precession of a jet (e.g.,
Katz 1997), but in this case, S03 argue that the observed
motion is due to the orbit of the jet’s source, a supermassive
black hole, around a supermassive black hole companion.
Concerning these claims, we note several issues. First, only a
single orbit is observed, i.e., the elliptical motion has not yet
been shown to be repeatable. Second, S03 do not address the
possibility that the observed elliptical motion, which is per-
ilously close to having a 1 yr period, is somehow the result of
the Earth’s motion around the Sun. Third, they suggest that the
system will merge in about 5 yr. Hence, the a priori probability
that we have ‘‘caught’’ such a system in the act of coalescence
is very low. Nonetheless, the proposed system would generate5 In geometrized units, mass and distance are in units of time.
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φ = φ0 + ν0(t− t0) +
1

2
ν̇0(t− t0)

2

a priori unknown

c Tobs ∼ λ ≪ d -> short wavelength approximation

[ Detweiler 1979, Jenet et al. 2004 ]
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Retardation & Source evolution
Like in binary pulsars, GW damping will cause the BH binary to shrink, leading to increase in GW frequency. 
For a circular orbit one has: with "chirp mass"

Frequency evolution during Tobs generally negligible, but some sources could 
have significant frequency evolution between pulsar term and Earth term.

Single source affects both pulsar & Earth at different times (retardation)

•   Signal is superposition of two parts: 
         - GW impacting on pulsar
         - GW impacting on Earth
• Different frequencies due to 

retardation
• Access to source evolution with 

more pulsars

N. Wex



Retardation & Source evolution
Like in binary pulsars, GW damping will cause the BH binary to shrink, leading to increase in GW frequency. 
For a circular orbit one has: with "chirp mass"

Single source affects both pulsar & Earth at different times (retardation)
5 Page 26 of 78 S. Burke-Spolaor et al.

pulsar terms

Earth term

2 kpc

3 kpc

1 kpc
Galaxy merger and 

subsequent supermassive 
black hole  merger

Gravitational waves

Fig. 6 Gravitational waves spanning thousands of years in a binary’s evolutionary cycle can be detected
from a continuous GW source by using the pulsar term. As an example, we have drawn a few pulsars with
line-of-sight path length differences to the Earth. These relative time delays between the pulsar terms can
be used to probe the evolution and the dynamics of an SMBHB systems over these many thousands of
years. Right: a major galaxy merger leads to the creation of an SMBHB, emitting nanohertz GWs. Left: the
pulsar term from each pulsar probes a different part of the SMBHB evolution, since they are all at different
distances from the Earth. The blue sinusoid is a cartoon of the GW waveform and shows that the pulsar
terms can be coherently concatenated to probe the binary’s evolution, allowing one to measure, e.g., the
spin of the SMBHB (Mingarelli et al. 2012)

(such as a SMBHB) is evolving, the pulsar term encodes information about earlier
phases in the SMBH evolution. We can use this information to our advantage: when
a continuous GW signal is detected, one can look for the perturbation caused by the
same source in the pulsars, but thousands of years ago. These pulsar terms can be
used to map the evolution of an SMBHB system over many thousands of years: each
pulsar term is a snapshot of the binary during a different point in the history of its
evolution (Fig. 6; Mingarelli et al. 2012), and the phase evolution of the SMBHB can
thus be measured. This is important, since SMBH spins affect the phase evolution of
the binary, thus, constraining the phase evolution allows one to constrain the SMBH
spins (Mingarelli et al. 2012).

One estimates the number of expected gravitational wave cycles observed at the
Earth via the post-Newtonian expansion (Blanchet 2006), which is a function of the
SMBH mass and spin. For example, over a 10-year observation, an equal-mass 109 M⊙
SMBHB system with an Earth term frequency of 100 nHz should produce 32.1 gravi-
tational wave cycles, of which 31.7 are from the leading Newtonian order (or p0N), 0.9
wave cycles are from p1N order, and −0.7 are from p1.5N order. This last term is from
spin–orbit coupling and depends on the SMBH spins. Accessing the pulsar term when
it arrives at the Earth gives information about the SMBHB system over ∼ 3000 years
ago (roughly equivalent to the typical light travel time between the Earth and the pul-
sar). Over this time, one expects 4305.1 wave cyles, of which 4267.8 are Newtonian,
77.3 come from p1N order, −45.8 are from p1.5N order, etc... One can therefore see
at a glance that spinning binaries evolve more quickly, which in turn affects the phase
evolution of the waveform. This signal is imprinted in the pulsar terms of the pulsars
in the array, and is therefore only accessible via PTA observations of the pulsar terms.

However, to do pulsar term phase matching, we require that 2π f L < 1 to not lose
a single wave cycle, where f is the GW frequency and L is the distance to the pulsar.

123
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Precise localisation of single GW sources
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Figure 2. Response pattern H of a single-pulsar timing response to a single monochromatic GW source. For illustration purposes, the
pulsar distance is chosen to be small with a value of 200 pc and the GW period is chosen as 5 years, in order to show the structure of
the response pattern. The GW source is in the 0◦ angle position, the orbital plane inclination is 90◦ and the orbital plane coincides with
the paper plane. In this way the plotted response pattern is, in fact, the term (1 + cos θ) sin(∆Φ/2) in equation. (A7).

is derived from the detailed motion of the Earth from Solar System dynamics (Seidelmann 2005). For the purpose of this
paper, it is sufficient to keep the leading term of the timing parallax, i.e. assuming a circular motion of the Earth,

Rpar(t) =
cos[2(λpsr − λ⊕(t))] cos2 βpsrr

2
⊕

4Dpsr
, (17)

where the term r⊕ is the average distance between the Sun and the Earth, and λ⊕(t) = 2π(t/1 year) is the ecliptic longitude

of the Earth at time t. This form of timing parallax assumes that the eccentricity of the Earth orbit is zero. This assumption
is valid for cases where the pulsar is not too close to the ecliptic poles, i.e. (−89◦ ! β ! +89◦), such that a timing parallax

signal is not dominated by the Earth orbit’s eccentricity. As this will generally be the case, the error of the measured pulsar

timing parallax distance is (see Appendix B for details)

σDpsr =
4
√
2σnD

2
psr√

Nobs r2⊕ cos2 βpsr
≃ 2.34

cos2 βpsr

(

Nobs

100

)− 1
2

(

Dpsr

1 kpc

)2
(

σn

10 ns

)

pc , (18)

where Nobs is the number of TOAs. The numerical factor is derived assuming that the time span of pulsar data is longer
than one year. In a real data analysis, one always uses the full Solar System ephemeris. We compared equation. (18) with

results from numerical simulations based on TEMPO3 and the planetary ephemeris DE405 (Standish 1998). For pulsars with

−89◦ ! β ! +89◦, we find that the simplified version of the timing parallax shown above agrees with the correct result
derived from TEMPO within a few percent difference, justifying the usage of equation. (18) for the purpose of the present

paper. We note that the validity of equation. (17) comes from the fact that the Earth orbital eccentricity is small and that
we are investigating measurement accuracies, where the effect of orbital eccentricity is of even higher order. According to

equation. (18), with a timing accuracy at the 10 to 30-ns level, one can use the timing parallax to measure the pulsar distance

accurately to a few light years for pulsar distances of less than 1 kpc. This distance accuracy become comparable to the
wavelength of the GW, and the timing parallax measurement is therefore indeed a potential technique to remove the pulsar

distance confusion. Both GW parameters and pulsar distances should thus be estimated from pulsar timing data at the same

time. In the following, we estimate the corresponding accuracy of the GW parameters and pulsar distances measurements
based on the signal timing of equation. (10).

3.2 Vector Ziv-Zakai bound for signals with additive white Gaussian noise

We are, now, going to determine the statistical error of estimating GW parameters using data from a PTA. A well known

and popular statistical technique to calculate such lower bounds of the statistical accuracies of parameter estimators is the

3 See http://www.atnf.csiro.au/research/pulsar/tempo/.

Enabled by precise distance measurements:

Lee et al. (2011)

Response pattern

With future ISKA-IPTA we can locate the binary SMBH in the sky:
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Fig. 3 Binary SMBHs can form during a major merger. Pulsar timing arrays’ main targets are continuous-
wave binaries within ∼0.1 pc separation (second panel in the lower figure; Sect. 3.1.2), although we may
on rare occasion detect “GW memory” from a binary’s coalescence (Favata 2010, Sect. 3.1.3). Millions of
such binaries will contribute to a stochastic GW background, also detectable by PTAs (Sect. 3.1.4). A major
unknown in both binary evolution theory and GW prediction is the means by which a binary progresses
from ∼10 pc separations down to ∼0.1 pc, after which the binary can coalesce efficiently due to GWs (e. g.,
Begelman et al. 1980). If it cannot reach sub-parsec separations, a binary may “stall” indefinitely; such
occurrences en masse can cause a drastic reduction in the ensemble GWs from this population. Alternately,
if the binary interacts excessively with the environment within 0.1 pc orbital separations, the expected
strength and spectrum of the expected GWs will change. Image credits: Galaxies, Hubble/STSci; 4C37.11,
Rodriguez et al. (2006); Simulation visuals, C. Henze/NASA; Circumbinary accretion disk, C. Cuadra

of structure formation, galaxies and SMBHs grow through a continuous process of gas
and dark matter accretion, interspersed with major and minor mergers. Major galaxy
mergers form binary SMBHs, and these are currently the primary target for PTAs. In
this section, we lay out a detailed picture of what is not known about the SMBHB
population, how those unknowns influence GW emission from this population, and
what problems PTAs can solve in this area of study.

In Fig. 3, we summarize the life cycle of binary SMBHs. SMBHB formation begins
with a merger between two massive galaxies, each containing their own SMBH.
Through the processes of dynamical friction and mass segregation, the SMBHs will
sink to the center of the merger remnant through interactions with the galactic gas, stars,
and dark matter. Eventually, they will form a gravitationally bound SMBHB (Begel-
man et al. 1980). Through continued interaction with the environment, the binary orbit
will tighten, and GW emission will increasingly dominate their evolution.

Any detection of GWs in the nanohertz regime, either from the GW background or
from individual SMBHBs, will be by itself a great scientific accomplishment. Beyond
that first detection, however, there are a variety of scientific goals that can be attained
from detections of the various types of GW signals. The subsections below discuss
these in turn, first setting up GW emission from SMBHB systems and then detailing
the influence of environmental interactions. Each section describes a different aspect
of galaxy evolution that PTAs can access.

123

True complementarity & synergies with EM & GW
(Burke-Spolaor et al. 2019)

FIG. 7: Strain power spectral density (psd) amplitude vs. frequency for various GW detectors and GW

sources (from [118]). See Fig. 6 caption for the meaning of various acronyms.

1993 First successful simulation of the head-on collision of two BHs, QNM ringing of the final BH ob-

served [15].

1993 Choptuik uses mesh refinement and finds evidence of universality and scaling in the gravitational

collapse of a massless scalar field [57].

1994 The “Binary Black Hole Grand Challenge Project”, the first large collaboration with the aim of

solving a specific NR problem (modeling a binary BH coalescence), is launched [58, 131].

1995 Through a conformal decomposition, a split of the extrinsic curvature and use of additional variables

Shibata & Nakamura [173] and Baumgarte & Shapiro (1998) [27] recast the ADM [19] Hamiltonian

equations as the so-called BSSN system.

1996 Brügmann [49] uses mesh refinement for simulations of BH spacetimes.

1998 First stable simulations of a single BH spacetime in fully 4 dimensional NR within a “characteristic

formulation” [92, 120], and two years later within a Cauchy formulation [10].

2000 The first general relativistic simulation of the merger of two NSs [174].

2005 Pretorius [160] achieves the first long-term stable numerical evolution of a BH binary.

2006 Soon afterwards, other groups independently succeed in evolving merging BH binaries using different

techniques [24, 51].

42

Chen et al. (2016)

Source evolution
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Prospects

Update needed...!
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Fig. 2 Here, we outline the approximate number of pulsars and timing precision required to access various
science, based on current predictions for each signal. The upper and lower panels represent a 10- and 25-
year timing array, respectively. In the top plot, the black curve shows a representative PTA, reflecting the
upcoming NANOGrav 12.5-year data release. That data set contains approximately 70 pulsars; however
the timescale over which each pulsar has been timed ranges from ∼1 to 20 years. The lower plot shows
expectations for the future IPTA, assuming approximately 100 pulsars. Each curve shows pulsars that are
timed to a precision lower than or equal to the indicated RMS timing precision. The location and shape of
the SMBHB regions reflect the scaling relations of Siemens et al. (2013). These assume a detection signal-
to-noise ratio of at least five, and an SMBHB background of hc ! 1 × 10−15, which is just below the most
recent limit placed independently by several PTAs on this background source of GWs. A longer-duration
PTA requires less precision and fewer pulsars for a detection because the signal-to-noise ratio scales with
total observing time

123

(Burke-Spolaor et al. 2019)



Summary and Conclusions
• PTAs have found compelling evidence for a HD curve, with measurement of amplitude and spectral index 

consistent with GW background of SMBHBs

• EPTA has the longest, densest and best chromatic data set 

• Not a formal 5-sigma detection yet, but IPTA combination will deliver this

• Other sources (e.g. CW sources) cannot be excluded (or confirmed)

• Limits on exotic sources (e.g. ultra-light dark matter) – which will get even better

• Exciting synergies for multi-messenger science:  EM follow, GW complementarity, Cosmic and galaxy  

evolution with surveys and simulation – See also FERMI – PTA!

• 40 years after the first evidence of GWs with pulsars, pulsars open up a new window to GW astronomy 

providing further links to ground- and space-based GW detectors
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A pulsar in a binary with a compact object in the
mass gap between neutron stars and black holes
Ewan D. Barr1*†, Arunima Dutta1*†, Paulo C. C. Freire1, Mario Cadelano2,3, Tasha Gautam1,
Michael Kramer1, Cristina Pallanca2,3, Scott M. Ransom4, Alessandro Ridolfi1,5,
Benjamin W. Stappers6, Thomas M. Tauris1,7, Vivek Venkatraman Krishnan1, Norbert Wex1,
Matthew Bailes8,9, Jan Behrend1, Sarah Buchner10, Marta Burgay5, Weiwei Chen1, David J. Champion1,
C.-H. Rosie Chen1, Alessandro Corongiu5, Marisa Geyer10,11‡, Y. P. Men1,
Prajwal Voraganti Padmanabh1,12,13, Andrea Possenti5

Some compact objects observed in gravitational wave events have masses in the gap between
known neutron stars (NSs) and black holes (BHs). The nature of these mass gap objects is
unknown, as is the formation of their host binary systems. We report pulsar timing observations
made with the Karoo Array Telescope (MeerKAT) of PSR J0514−4002E, an eccentric binary
millisecond pulsar in the globular cluster NGC 1851. We found a total binary mass of 3.887 ±
0.004 solar masses (M⊙), and multiwavelength observations show that the pulsar’s binary
companion is also a compact object. The companion’s mass (2.09 to 2.71 M⊙, 95% confidence
interval) is in the mass gap, indicating either a very massive NS or a low-mass BH. We propose that
the companion formed in a merger between two earlier NSs.

G
lobular clusters (GCs) are dense, gravi-
tationally bound stellar clusters. Obser-
vations show thatGCshost a largenumber
of low-mass x-ray binaries (LMXBs), con-
sisting of a compact object accreting

material from a donor star in a binary system.
LMXBs are ~103 times more abundant per
unit of stellar mass in GCs than in the disk of
the Milky Way (along the Galactic plane) (1).
This is due to the high stellar densities at the
center of GCs, which increase the rate of ex-
change encounters inwhichneutron stars (NSs)
acquire low-mass main-sequence (MS) binary
companions. The MS stars evolve until they

expand and start transferring mass to the NS,
at which point an LMXB is formed.
These x-ray binaries are expected to produce

millisecond pulsars (MSPs; radio-emitting NSs

with spin periods P < 10ms) in almost circular
orbits around low-mass companions (2, 3).
There are a total of 305 pulsars known in 40
GCs (4), the vast majority of which are MSPs.
Most of the systems in GCs are similar to the
MSP population found in the Galactic plane,
although their orbital eccentricities are often
higher, which is thought to be a result of close
encounters with other stars (5).
In GCs with the densest cores, any particu-

lar star or MSP is likely to experience multiple
exchange encounters over its lifetime (6). A
possible outcome is the exchange of a low-mass
companion of an MSP for either a massive
white dwarf (WD) or another NS, resulting in
a massive, eccentric MSP binary (7–10). Ob-
serving such systems allows their component
masses to bemeasured and can test theories of
gravity (11). The same exchange process could
also produce an MSP–black hole (BH) binary
system (12).

The millisecond pulsar binary PSR
J0514−4002E

A survey searching for MSPs in GCs (10) has
been carried out with the MeerKAT radio tel-
escope array in South Africa (13, 14). The
results of the survey (15) included 13 MSPs
in NGC 1851, a GC located in the Southern
constellation of Columba (16). These include
three massive, eccentric MSP binaries: PSR
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Fig. 1. Timing model fitting residuals for PSR J0514−4002E. (A and B) Residuals between the observed
ToAs and the timing model presented in Table 1 are shown as (A) a function of observing epoch, in Modified Julian
Date (MJD), and (B) orbital phase. An orbital phase of 0 corresponds to periastron, and superior conjunction
occurs at an orbital phase of 0.008 (indicated with the brown dashed vertical line). The vertical error bars indicate
1s uncertainties. The green points are data taken with the 800-MHz receiver on the GBT. Orange and blue
points are data taken with the L-Band and UHF receivers of MeerKAT, respectively.
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Galactic x-ray binaries, which is about 5 M⊙
(38, 39).
If the companion were a massive NS, it

might also be a radio pulsar. We searched for
radio pulsations from the companion, assum-
ing the full allowed range of mass ratios, but
did not detect any (22). We therefore cannot
determine whether the companion is a mas-
sive NS or a low-mass BH.

Formation of the system

The combination of the location in a dense
GC (where stellar exchange encounters often
occur), the highly eccentric orbit, the fast spin
of the pulsar, and the large companion mass
indicates that the PSR J0514−4002E system
is the product of a secondary exchange en-
counter. We propose that an earlier low-mass
companion transferred mass to this pulsar,
increasing the pulsar spin rate, before being
replaced by the present high-mass compan-
ion in an exchange encounter. However, amore
complicated evolution withmultiple exchange
encounters is also possible. We therefore can-
not infer the nature of the companion from
binary evolution models.
If the mass of the primary in PSR J0514−

4002E is in the range of 1.25 to 1.55M⊙, which
spans the fourmeasurements of pulsarmasses
in GCs (9, 11, 17, 40), then the corresponding
value of mc (2.34 to 2.63M⊙) overlapswith the
range of masses of remnants frommergers of
DNSs, such as the merger product of GW170817
(Fig. 3). We suggest that the companion could
potentially have formed in such amerger event,
before becoming part of the current PSR J0514−
4002E system, regardless of whether it is an
NS or BH. Although the probability of DNS

mergers is low inGCs that have not undergone
core collapse (41), NGC 1851 has a dense core
(supplementary text) that makes a DNS merger
in the progenitor of the PSR J0514−4002E sys-
tem more probable. A DNS has been observed
in a GC (PSR B2127+11C, in M15) with a cal-
culated merger time of 217 million years (11),
implying that merger remnants are likely to
be present in GCs.
Our derived companion mass overlaps with

the mass estimates derived from gravitational
waves for the lighter components of the BH+
BH or BH+NS merger candidates GW190814
(42), GW190917, andGW200210 (43). The lighter
component of GW190814 has previously been
interpreted as the product of an earliermerger
(44) that later acquired amoremassive BH com-
panion through exchange encounters in GCs
(and then merged in the GW190814 event).
If the companion of PSR J0514−4002E is a

light BH formed in such a merger, it would
acquire a spin parameter cc of 0.6 to0.875during
the merger (45), where cc is the dimensionless
BH spin angular momentum. An NS rotating
at the maximum theoretical rate would have a
similar cc immediately after merger (46), al-
though we expect that this would decrease
rapidly after formation because of electromag-
netic torque. Assuming a magnetic field of
109 G, the spin parameter would become ≲0:3
(corresponding to the fastest known MSPs)
after ~30 million years, so we regard a fast-
spinning NS companion as unlikely.
A BH companion with 0.6 < cc < 0.875 would

induce relativistic spin-orbit coupling, causing
the orbital plane of the binary to precess around
the total angular momentum vector, an effect
known as Lense-Thirring precession. We cal-

culated that Lense-Thirring precession would
cause a variation of the projected semimajor
axis of the pulsar’s orbit (x

!

) of ≲1:7 " 10#13

(supplementary text). This is slightly smaller
than the effect size that would be detectable in
our data; our 1s uncertainty on the measured
x
!

is 2.0 × 10–13. We therefore cannot differ-
entiate between a NS and a BH companion.
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Fig. 3. Companion mass
of PSR J0514−4002E.
(A) The derived companion
mass at different orbital
inclinations for the PSR
J0514−4002E system. The
solid red curve indicates
solutions within the 95% CI;
the dotted segments indi-
cate lower and higher
masses that are consistent
with the mass function but
excluded by our Bayesian
model or the adopted
minimum pulsar mass mp ≥

1.17 M⊙, respectively. The
gray shaded region is ruled
out by the mass function and the total mass (Eqs. 1 and 2). Depending on the (unknown) NS equation of
state (49, 50), the light blue–shaded mass gap corresponds to either massive NSs or light BHs. (B) Inferred
companion mass of PSR J0514−4002E (red) compared with the largest observed masses of radio pulsars
(blue), low-mass components of gravitational-wave mergers (black), and the total postmerger remnant mass
of GW170817 (gray, assuming no energy and mass loss after the inspiral, so an absolute upper limit). Source
names followed by (C) or (M) indicate companion star mass and remnant mass of the merger product,
respectively. The masses, uncertainties, and references are listed in table S2.

RESEARCH | RESEARCH ARTICLE

Barr et al., Science 383, 275–279 (2024) 19 January 2024 4 of 5

D
ow

nloaded from
 https://w

w
w

.science.org at M
ax Planck Society on M

arch 26, 2024



Acknowledgements

J. Antoniadis, A.-S. Bak Nielsen, R. N. Caballero, D. J. Champion, G. Desvignes, 

P. Freire, E. Graikou, L. Guillemot,  K. Grunthal, Y. J. Guo, H. Hu, Jang, 

J. Jawor, A. Jessner, R. Karuppusamy, E. F. Keane,  M. A. Krishnakumar, K. Lackeos,

K. Lazaridis, P. Lazarus, K. J. Lee, K. Liu, O. Löhmer, J. W. McKee , R. A. Main, 

A. Parthasarathy, N. K. Porayko,  C. Tiburzi, V. Venkatraman Krishnan, J. P. W. Verbiest

N. Wex

Thanks also to Effelsberg Operators

Thanks to students, postdocs and staff at MPIfR




