
  

Quark/Gluon Jet Tagger
● Suspiciously good performance with little training data (8,000 jets) 

Usual checks: 
– shuffle labels, does the network learn

● No! good! Check! (max accuracy: 52.2%)
– Overtraining, does the network learn the training data by heart

● Yes, testing/validation performance decreases

● Still a lot more to test, but at first sight, accuracy at ~78% (state of 
the art: 84% w/ O(2,000,000 jets) for training) 



  

Training & Testing on shuffled labels
- 49% gluons
- 51% quarks
→ balanced dataset



  

Training on non-shuffled dataset

LR * 10
LR * 0.75



  

Overtraining



  

JetViT Architecture



  

How important are the jet 
constituents / is the global jet info?

Note to self: 
I still need to calculate the token combination 
matrix for many trainings and compare! 



  

Now: also added Jet Angularities
● +1% in testing accuracy 



  

Ideas/Next Steps
● Implement same metrics as ParT 

arXiv:2202.03772v2
● Still suspicious: generate some MC samples 

with Sherpa → validate performance 
● Implement ‘Jet bias’



  

Jet Bias 
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