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Machine Learning Based Accelerator Control
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What is Xopt?

- Flexible framework for 

optimization of arbitrary problems 

using python

- Independent of problem type 

(simulation or experiment)

- Independent of optimization 

algorithm + easy to incorporate 

custom algorithms

- Easy to use text interface and/or 

advanced customized use for 

professionals
https://github.com/ChristopherMayes/Xopt
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Overview

https://christophermayes.github.io/Xopt/ 

https://slaclab.github.io/Badger/ 

Accelerator simulation

Xopt algorithm implementation

Arbitrary problem

YAML file

Experiment facility

Production ready control

https://christophermayes.github.io/Xopt/
https://slaclab.github.io/Badger/
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Technology Transfer Between Accelerator Facilities

Accel. Control R&D
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Xopt structure

Note: this process can also be done asynchronously



7

Xopt Script Overview – Defining the problem

𝑓 𝑥1, 𝑥2 = 𝑥1
2 + 𝑥2

2

𝑔 𝑥1, 𝑥2 = 1 −𝑥1
2 −𝑥2

2

Define the objectives/constraints

𝑥1, 𝑥2 ∈ [0, 𝜋] 𝐱∗ = arg min 𝑓(𝒙)

𝑔 𝒙 ≤ 0

Define the domain/goals

https://christophermayes.github.io/Xopt/

examples/basic/xopt_basic/ 

https://christophermayes.github.io/Xopt/examples/basic/xopt_basic/
https://christophermayes.github.io/Xopt/examples/basic/xopt_basic/
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Xopt Script Overview – Defining the algorithm

Choose from available generators 
(or define your own)

https://arxiv.org/abs/2312.05667 (accepted by PRAB)

https://arxiv.org/abs/2312.05667
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Xopt Script Overview – Putting it all together

https://christophermayes.github.io/Xopt/

examples/basic/xopt_basic/ 

Create Xopt object

Evaluate explicit points
Visualize results

Run optimization

https://christophermayes.github.io/Xopt/examples/basic/xopt_basic/
https://christophermayes.github.io/Xopt/examples/basic/xopt_basic/
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Example: Online Optimization at SLAC - Setup

Create beam size objective function

Set beamline parameters

Wait for power supplies/feedback to settle

Measure beam size

Calculate the objective

Image measurement class
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Example: Online Optimization at SLAC - Results

Results data frame

(incl. metadata)

Visualization

Objectives Variables

… can dump data to database / xarray instead of pd.DataFrame
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Pydantic Integration

Xopt objects are robustly validated and 

serialized/de-serialized via Pydantic

YAML file

Python object(s)

YAML file
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Example: BO w/ introspection

https://christophermayes.github.io/Xopt/examples/single_objective_bayes_opt/constrained_bo_tutorial/ 

https://christophermayes.github.io/Xopt/examples/single_objective_bayes_opt/constrained_bo_tutorial/
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Example: Automatic Characterization w/ Constraints

AWA Example

- photoinjector characterization 

for model calibration

Invalid region

Automatic Exploration

(constrained to useful 

values of emittance and 

match)

Comprehensive ML 

Models of Injector

Setting changes on 10 variables (solenoid, bucking coil, corrector quads and matching quads)

x-y 

emit, 

match, 

and 

beam 

images

FACET-II Injector

FACET-II Example

Efficient high-dimensional characterization (10 variables) of emittance and match at 700pC: 

2 hrs for 10 variables vs. to 5 hrs for 4 variables with N-D parameter scan
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Example: Trust Region BO

S. Maria Liuzzo
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Control Room Optimization w/ Badger - Interface

Optimization 

monitoring

Easy run control (play/pause/load optimal)

Re-run old 

optimization 

configurations
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Control Room Optimization w/ Badger – Routine

Variables / constraints / 

objectives specification

Routine metadata

Algorithm specification

Routine Specification
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Example: LCLS-II Optimization w/Badger

- Maximize 80th percentile FEL 

energy using a set of 

quadrupoles (integrated over 

100 pulses) 

- Includes a constraint on the 

FEL pulse intensity jitter
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Connecting Machine Operation to Badger

Simple python interface to 

define problem variables / 

observables 

(objectives/constraints)

→ populates Badger fields
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Xopt Summary

Easy to control

Simple to connect with simulations / machine

(single python function!)

Future Work

- Additional optimization 

algorithms

- Reinforcement learning

- Adv. Bayesian optimization

- Genetic algorithms

- Asynchronous optimization

- Improve interoperability

- Generator standards 

(optimus, libensemble)

- Surrogate model packages 

(LUME)

- Leverage pyML tools

Python interface

https://christophermayes.github.io/Xopt/ 

https://christophermayes.github.io/Xopt/
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Modeling Hysteresis in Accelerators

Use ML 

techniques to fit 

high-fidelity 

hysteresis model
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Modeling SLAC Quadrupoles

Polynomial fit error: 0.23%   Train error: 0.015%   Test error: 0.051%

Roussel R. et al., PRL 2022
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Full Stack Hysteresis Modeling

Modeling w/o Hysteresis Modeling w/ Hysteresis

Roussel R. et al., PRL 2022
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Questions?

Thanks to the team! 
Note: there are another applications of machine learning in python middle layer processes.
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Backup
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Multi-Objective Optimization

Determine the optimal trade-off between objectives -> the Pareto front

Roussel et. al. PRAB 2021Xopt example

https://christophermayes.github.io/Xopt/examples/multi_objective_bayes_opt/mobo/
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Bayesian Algorithm Execution (BAX)

Our goal:

Determine the ideal tuning 

configuration 𝒙∗ which 

minimizes emittance

Beam size model

Predict beam emittance as a 

function of tuning config.

(with uncertainty)

Predict optimal tuning 

config. (with uncertainty)  

Miskovich, et. al., arXiv:2209.04587

The BAX algorithm chooses beam size 

measurements that reduce uncertainty in 𝒙∗ 

without measuring emittance directly → 

20x speed up Xopt example

https://christophermayes.github.io/Xopt/examples/single_objective_bayes_opt/bax_tutorial/
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Autonomous Operation of AWA

(2),(3),(5) --> demonstrated     (1),(4),(6) --> in progress
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Incorporating Physics Information into Kernels

Enforce linear centroid response 

to steering magnets

Enforce quadratic beam size squared 

response to quadrupole magnets

B
e

a
m
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e

n
tr

o
id

Trim magnet strength
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Combining GP Modeling with Neural Networks

We can specify a prior mean 

function to bias the model where 

data does not exist Model 

prediction 

returns to 

prior

Using a NN prior improves optimization 

performance even with limited model 

accuracy; can adapt to bad models

LCLS injector surrogate

Xopt example

https://christophermayes.github.io/Xopt/examples/single_objective_bayes_opt/custom_model/
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Example Use Case: Automated Quadrupole Scans

Example: Automate quadrupole scan measurements starting from a single valid measurement

• Independent of upstream accelerator parameter configuration

Beam bounding box penalty

2nd order polynomial fits to data

• Bayesian Exploration 

w/constraints

• Enforce quadratic 

dependence using kernel

• Can be extended to 

include other accelerator 

parameters (solenoid, 

skew quad, etc.) to do full 

emittance characterization

• Can tune safety factor as 

necessary for critical 

constraints



Weight the acquisition 

function by travel distance → 

better than hard limits

34

Proximal Biasing

Poor optimization 

behavior for 

experimental beamlines

ො𝛼 𝑥 → 𝛼 𝑥 exp −
𝑥 − 𝑥0

2

2𝜎2  

Warning: Requires 𝛼 𝑥 ≥ 0
Roussel et. Al. Nat. Comm. 2021
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