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Introduction

e Use this Link for the “Parametric Models” exercises (under the Tutorials pages)

e Broadly, there are two types of fit we perform in combine

o Templated-based: no simple analytic form to describe signal/background

m Use templates (histograms) for signal/background and shape systematic uncertainties
m Example covered earlier

o Parametric-based: signal and background models can be described by analytic functions
m E.g. Gaussian signal on top of falling exponential background

m This exercise will be based on a parametric fitting analysis



https://cms-analysis.github.io/HiggsAnalysis-CombinedLimit/latest/tutorial2023/parametric_exercise/
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Getting started

e By now you should have a working setup of combine v9.2.0

o If not then follow the Combine Setup instructions in the parametric exercise docs

e The inputs and scripts required to run the tutorial are contained in the area

O data/tutorials/parametric_exercise

e The exercise is split into six parts, which cover: Parametric model building, Simple fits (MLE), Systematic
uncertainties, Toy generation and bias studies (extra: Discrete profiling & multi signal models)
e Throughout the tutorial there are a number of questions/tasks to complete.
o These are marked by the bullet points. If you are unsure of the answer then we are happy to discuss!
e All of the code is available in python (.py) scripts

o Commented out! When you understand the code you can uncomment (block by block) and run with e.g.:

python3 construct_models_partl.py



https://gitlab.cern.ch/anigamov/combine-tutorial-2023/-/blob/master/README.md
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e Based on one of the most famous parametric fitting analyses: H -> yy
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Part 1: datacard_partl.txt

Can use * to tell

combine to

calculate these

automatically

# Datacard example for combine tutorial 2023 (part 1)

Number of channels/categories Maps processes to

observed events: -1 means take

ima .
jma Number of backgrounds parametric models
kma Number of nuisance parameters
shapes ggH Tag® workspace_sig.root workspace_sig:model_ggH_Tag0@
shapes bkg_mass Tag® workspace_bkg.root workspace_bkg:model_bkg_Tag0
shapes data_obs Tag® workspace_bkg.root workspace_bkg:data_Tag@
\.
bin Tag@
observation =) ) List of categories/channels
(O T B A e e S e ~N Observation is number of
bin Tag0 Tag®
process ggH bkg_mass
process 0 1 from data
rate 181.01 1.0\
\ -

\ _____ —

We use 0 (or negative integer) for
signal process, and positive integer for
background

Processes in each channel
with expected yield (rate)
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Part 3: Uncertainties
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Part 3: Uncertainties
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Part 4: Bias studies

What if we don’t know the right background function?

% 250 i < 220 :
o + — Laurent - N —( BLrent
2 200 — Exponential - — Exponential
L%’ — Power Law 216 — Power Law
I — Polynomial - — Polynomial
150 214
B 212
100~ 210
i 208~
50— -
I 206 -
_I 11 | ] I ] | 1111 | 11 4§ I 1111 | L L i I 111 I 1111 204 L
1

910 115 120 125 130 135 140 145 150
m,, (GeV)

JINST 10 PO4015



https://iopscience.iop.org/article/10.1088/1748-0221/10/04/P04015

Part 4: Bias studies

Pull distribution: truth=exp, fit=poly Remember Bias definition
pull_truth_exp_fit_poly .
o Envie 000 of estimator
= 50— Mean -0.2056
& | Std Dev 0.9906
| 1% ndt 63.78 /53
| Constant 3873+ 165
L = == b=E[0] -0
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Summary

Combine is (one of) our tools for performing statistics calculations BUT

— Statistics is more than just running some code!

— Understanding what you are calculating is crucial to getting good
results (see Glen’s lectures, PDG statistics review, statistics for
physicists textbooks...)

— Sometimes things don’t work out well

— Fit instabilities, incorrect model assumptions, Bugs!

— Always make diagnostic checks for your results

Combine let’'s you make these checks/tests too, read more about what
you can do with combine in the docs
https://cms-analysis.github.io/HiggsAnalysis-CombinedLimit
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https://cms-analysis.github.io/HiggsAnalysis-CombinedLimit/latest/
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Questions?
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https://cms-analysis.github.io/HiggsAnalysis-CombinedLimit/latest/

