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Measurement of the tt̄ production cross-section in pp collisions at
p

s = 7
TeV using kinematic information of lepton+jets events
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Abstract

A measurement of the tt̄ production cross section in pp collisions at a center-of-mass
energy of

p
s = 7 TeV is presented. The analyzed data, corresponding to an integrated lumi-

nosity of 0.70 fb�1 recorded by the ATLAS detector at the Large Hadron Collider, consists
of candidate events with one charged lepton (electron or muon), large transverse momen-
tum imbalance and at least three jets. The tt̄ signal is distinguished from the background by
utilizing the di↵erence in kinematics between the tt̄ signal and the dominant W+jets back-
ground events and constructing a likelihood discriminant. The cross section is extracted by
fitting the data with discriminant distributions of signal and background with the majority
of systematic uncertainties included into the fit. For a top quark mass of 172.5 GeV, the
measured cross section is �tt̄ = 179.0 ± 9.8 (stat+syst) ± 6.6(lumi) pb, in agreement with
approximate NNLO perturbative QCD calculations.
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top pair cross-section

>basic ingredient for several top-
related studies

>opens up field of high-pT 
precision physics

>previous ATLAS measurement 
(ATLAS-CONF-2011-035):
 2010 dataset (35 pb-1)

 using b-tagging information

 (+12.9 / -12.3)% total uncertainty

> this measurement:
 no use of b-tagging information

 using 0.7 fb-1 of 2011 data

>aim to get competitive with 
Tevatron (~9%, 7% from tt/Z 
ratio) and theoretical predictions 
(~9%)
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Dilepton w/o b-tagging - 14
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L+jets w/ b-tagging - 20
+ 211  6± 10±186 

0
0

 (L+jets, 2010)-1L = 35 pb

 (dilepton, 2011)-1L = 690 pb

Theory (approx. NNLO)

 = 172.5 GeVtm

(lumi)±(syst)±(stat)

ATLAS-CONF-2011-108

Theory expectation
(mt=172.5 GeV, approx. NNLO, CTEQ66):

Top WG Approval Meeting, 02/21/11, U. Husemann: Top Cross Section with B-Tagging 2

 [TeV]s
1 2 3 4 5 6 7 8

 [p
b]

tt
!

1

10

210

ATLAS
Preliminary

)-1(2.9 pb
CMS

)-1(3.1 pb
CDF
D0

NLO QCD (pp)
Approx. NNLO (pp)  

)pNLO QCD (p
)  pApprox. NNLO (p

 [TeV]s
1 2 3 4 5 6 7 8

 [p
b]

tt
!

1

10

210

6.5 7 7.5
100

150

200

250

300

6.5 7 7.5
100

150

200

250

300

Theory Expectation 
(mt=172.5 GeV, approx. NNLO, CTEQ66):

�t ¯t (theory) = 164.57

+4.30

�9.27

(scale)

+7.15

�6.15

(PDF) pb.

t! production: “new standard 
candle” for high-pT physics 
! baseline: precise cross 
section measurements with 
good control of backgrounds 
and systematics

Initial ATLAS and CMS 
measurements had significant 
uncertainties, want to get 
more competitive compared to 
the Tevatron (~9%, 7% from 
t!/Z ratio) and theoretical 
predictions (~9%)

For 2010 dataset: lepton + 
jets channel using b-tagging 
information shows best overall 
balance between statistical 
and systematic uncertainties 
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analysis idea

>extract top pair cross section using event kinematics

>select few well-modelled variables to discriminate top from W+jets

>combine in projective likelihood discriminant using TMVA:

>create templates of this discriminant for all signal and background 
processes

>perform binned profile likelihood fit to signal and background templates
 simultaneous fit in six channels: electron+jets, muon+jets with 3, 4, ≥5 jets

 measure σtt and background normalisations (especially W+jets)

 treat (most) systematic uncertainties as nuisance parameters in fit and allow them to be 
constrained by data

3

14.03.2011 CONF Note Approval - !tt in l+jets with b-tagging - A. Henrichs

Baseline Analysis

8

" not applying cut on b-tag, select events with 3, 4, #5 jets
" select few well modelled variables to distinguish top from dominant W

+jets background
" use representation of b-tagging probability as one discriminating 

variable
" combined with projective likelihood discriminant using TMVA

D =
�k

j=1 pi,S(xj)
�k

j=1 pi,S(xj) +
�k

j=1 pi,B(xj)

" create templates of D for signal and all background processes
" fit templates to data using profile likelihood technique to measure !tt 

and background normalizations (esp. W+jets)
" use (most) systematic uncertainties as nuisance parameters in fit and 

allow them to be constrained by data
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object and event selection

4

jets
• topological cluster
•anti-kT (R=0.4)
•EM+JES
•pT > 25 GeV
• |η| < 2.5

missing transverse E:
•RefFinal_em_tight
•e+jets: MET > 35 GeV,

            mT(W) > 25 GeV
•µ+jets: MET > 20 GeV,

MET + mT(W) > 60 GeV

event cleaning:
• top GRL
•primary vertex with at 

least 5 tracks
•bad jet veto
•LAr hole treatment

muons:
•1 tight, isolated muon
• trigger fired and matched 

pT > 20 GeV
• |η| < 2.5

electrons:
•1 tight, isolated electron
• trigger fired and matched
•ET > 25 GeV
• |η| < 2.47 (excluding transition 

region barrel-endcap)

>common top group 
lepton+jets selection

>object corrections 
according to 
performance/top 
reconstruction group(s)
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background estimates

>QCD multi-jets from data (using matrix method), alternative models as 
systematic uncertainty

>W+jets:
 shape from Alpgen Monte Carlo

 normalization taken from W charge asymmetry measurement (ATLAS-CONF-2011-106)

>all other smaller background taken from MC and normalised to theory 
expectation (Z+jets, diboson, single top)
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Figure 1: Event yields in the control and signal region for the (a) e + jets and (b) µ + jets channels. The
W+jets and QCD multijet contributions are extracted from data as explained in the text. All other physics
processes are normalized to the predictions from MC simulation.

The distributions of input variables are shown in Fig. 2 and Fig. 3 for the µ+jets channel and in Fig. 4 and
Fig. 5 for the e + jets channel before applying the fitting procedure. The shape and normalization of the
QCD multijet events is obtained from data, the normalization for W+jets events is measured exploiting
the W boson production charge asymmetry as discussed above, while the shape comes from MC. All
other contributions are taken from MC prediction for both normalization and shape.

A likelihood discriminant is built from these input variables using the projective likelihood option
in the TMVA package [22]. The likelihood discriminant Di for an event i is defined as the ratio of the
signal to the sum of signal and background likelihoods, where the individual likelihoods are products of
the corresponding probability densities of the discriminating input variables. This approach assumes that
the latter are uncorrelated.

The discriminant function is evaluated for each physics process considered in this analysis and the
corresponding template is created. For tt̄, Z+jets, single top and diboson production templates are ob-
tained from simulation and normalized to the luminosity of the data sample. For W+jets, templates are
also obtained from MC but normalized to the data-driven yield estimate. A template for the QCD mul-
tijet background is obtained from data using loose and tight events weighted according to the matrix
method. Templates containing 20 bins each are created for each of six analysis channels corresponding
to di↵erent lepton flavor (e or µ) and jet multiplicity (3, 4 and � 5 jets) and combined into one, 120 bin,
histogram as shown in Fig. 6.

The tt̄ cross section is extracted by performing a maximum-likelihood fit to the discriminant dis-
tribution observed in data using templates for signal and all backgrounds. The likelihood is defined as
follows:

L(~�,~�) =
120Y

k=1

P(µk, nk) ⇥
Y

j

G(� j,� j) ⇥
Y

i

G(�i, 1) (3)

where the first term represents the Poisson probability density of observing nk events in bin k given that
µk is expected from the sum of all templates. The second term implements a number of free parameters

6
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input variables
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(c) exclusive µ+4 jets bin
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(d) inclusive µ+5 jets bin

Figure 2: The input variable ⌘(µ) for the µ + jets channel in the 2-jet bin as control region (a) and in the
signal regions (b-d), before the fit.

� j in the maximum likelihood fit constrained by Gaussian distributions with width � j corresponding to
the a priori uncertainty on these parameters. The last term incorporates systematic uncertainties i that
influence the shape and the normalization of the templates as nuisance parameters �i [23]. It allows some
of the uncertainties to be constrained by the data, and therefore reduces them compared to the a priori
uncertainties.

The tt̄ cross section is the parameter of interest in the fit and is allowed to float freely, but being con-
strained to be the same in all six analysis channels. Normalization of all backgrounds is determined from
the fit simultameously with �tt̄. In particular, normalization of W+jets and multijet QCD background are
described with their individual fit parameters � j in each of six analysis channels. We apply independent
Gaussian constraints on the W+jets normalization in each channel. Variations of the QCD multijet back-
ground are limited by the uncertainties from the matrix method. Contributions from Z+ jets, single top
and diboson backgrounds are constrained by the uncertainties of the respective theoretical calculations
and the uncertainty on the luminosity.

6 Systematic uncertainties

As the current measurement is dominated by the systematic uncertainties, their careful treatment and
adequate modeling are critical. The likelihood used for the cross section extraction includes systematic
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(d) inclusive e+5 jets bin

Figure 5: The input variable leading jet pT for the e + jets channel in the 2-jet bin as control region (a)
and in the signal regions (b-d), before the fit.

The largest contribution to the systematic uncertainty on the measured �tt̄ comes from the choice of
the signal MC generator followed by the uncertainties on the jet energy scale calibration and the modeling
of initial and final state radiation. Since the leading jet pT is sensitive to JES and is used as one of the
input variables of the likelihood discriminant, various components of JES uncertainty are constrained
by the fit down to 20% to 70% of their input value. The systematic uncertainty from initial and final
state radiation has a strong impact on the shape of the discriminant and is constrained to ⇡20% of the
original value. In contrast, uncertainties a↵ecting mostly the rate, such as lepton scale factors, cannot
be constrained by the fit, and therefore, the input uncertainty is not changed significantly by the fit. As
an example, the uncertainty on the muon identification e�ciency, which is dominated by the uncertainty
on the modeling of the trigger, is one of the largest contributions in Table 3. The central values for the
majority of the uncertainties after the fit are in agreement with their input values within uncertainties.
Only a few uncertainties, such as JES uncertainties from the choice of the underlying event model and
pileup e↵ects, show some deviation from the input value.

The result of the fit is verified by modifying MC samples according to the fitted values of systematic
uncertainties and event yields, i.e., �i and �i of Eq. 3, respectively, and comparing a new model corre-
sponding to the output of the fit to the data. A significant improvement in the agreement between data
and the model is observed. Some examples are provided in Figures 8 to 13.

The dependence of the measured cross section on the assumed top quark mass is studied by re-

10

)Tp,3 H×exp(-4 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

E
ve

n
ts

 /
 0

.1
0

0

1000

2000

3000

4000

5000

6000

7000

8000  = 7 TeVsData 2011,  

tt

W+Jets

QCD Multijet

Other EW

-1
 L dt = 0.70 fb∫

e+ 3 Jets

ATLAS Preliminary

(a) exclusive e+3 jets bin

)Tp,3 H×exp(-4 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

E
ve

n
ts

 /
 0

.1
0

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200
 = 7 TeVsData 2011,  

tt

W+Jets

QCD Multijet

Other EW

-1
 L dt = 0.70 fb∫

e+ 4 Jets

ATLAS Preliminary

(b) exclusive e+4 jets bin
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(c) inclusive e+5 jets bin

Figure 4: The input variable exp[�4 ⇥ HT,3p] for the e + jets channel in the signal regions, before the fit.
By construction, this variable is defined only for events with at least three jets.

events. They are evaluated by comparing the mc@nlo prediction of tt̄ kinematics and acceptance to the
one from powheg [26]. The uncertainty from the parton shower simulation is determined by comparing
powheg interfaced to herwig or pythia [27]. The uncertainty on tt̄ modeling from the choice of PDF is
estimated by evaluating the e↵ect of independent error sets of CTEQ66 PDFs [28] on the acceptance
and the shape of the discriminant. The e↵ect of the initial and final state radiation modeling is assessed
using pythia samples generated by varying the parameters responsible for the amount of radiation [29].
Unlike other modeling uncertainties this one is included in the fit since the parameter variations ensure
continuous increase or decrease of activity in the event.

The uncertainties on the background modeling come from the uncertainty on the shape of W+jets
and QCD templates while the normalization of both is determined from the fit simultaneously with the
extraction of �tt̄. The kinematics of W+jets depends on the alpgen parameters used to generate this
background, such as the parton matching threshold and the choice of the factorization scale. The asso-
ciated uncertainty is determined by comparing the e↵ect of the di↵erent choices of these parameters on
the shape of W+jets template. Similarly, the uncertainty from the QCD background model is determined
by replacing the background model obtained from a matrix method estimate by the estimate using a dif-
ferent control region for the fake rate measurement in the µ + jets channel and from an alternative model
based on electron identification cut inversion in the e + jets channel [30]. An uncertainty specific to the
template fit method comes from the limited available statistics of MC simulated events used to create
templates.

7 Results

The combined fit of the six analysis channels to the likelihood discriminant distribution in data in-
cluding all systematic uncertainties treated within the fit yields a tt̄ production cross section of �tt̄ =

179.0+7.0
�6.9 (stat + syst) ± 6.6 (lumi) pb . The result of the fit is shown in Fig. 7 and demonstrates an excel-

lent agreement between data and the background and tt̄ signal model. After including uncertainties that
are not part of the fit, �tt̄ is measured to be

�tt̄ = 179.0±3.9 (stat)±9.0 (syst)±6.6 (lumi) pb = 179.0±9.8 (stat + syst)±6.6 (lumi) pb = 179.0±11.8 pb.

Table 3 shows the e↵ects of various sources of uncertainties on the measurement. To quantify the
influence of individual systematic uncertainties included via nuisance parameters in the fit on the total
uncertainty, the nuisance parameters corresponding to the systematic uncertainty under study are fixed
to their fitted values one at a time. The quadratic di↵erence in relative uncertainty between the two fits is
taken as a measure of the individual contribution to the total uncertainty. A fit to data performed without
nuisance parameters is used to estimate the statistical uncertainty.
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Figure 3: The input variable exp[�8 ⇥A] for the µ + jets channel in the 2-jet bin as control region (a)
and in the signal regions (b-d), before the fit.

uncertainties into the fit via nuisance parameters represented by Gaussian distributions, thus assuming
their continuous nature. Uncertainties associated with the modeling of reconstruction, identification and
calibration of all physics objects used in the analysis in MC simulation are well described by this as-
sumption and are included in the fit. Uncertainties on the lepton identification arise from the trigger
e�ciency, lepton energy calibration and resolution. Uncertainties associated with jets include jet energy
resolution, jet reconstruction and identification uncertainties and jet energy calibration. The latter has
several di↵erent contributions coming from the uncertainty on the calorimeter response, on the pseudo-
rapidity dependence of the calibration and on the modeling of jets, pileup and the underlying event. In
addition, the JES uncertainty includes the di↵erence of JES for light and b-jets since calibration is per-
formed using the data dominated by light jets. The uncertainty on the Emiss

T arises from the uncertainties
on the objects used to determine Emiss

T which are taken into account accordingly in the calculation of the
object reconstruction and identification uncertainties. The uncertainty contribution from soft jets and the
unclustered energy is quoted as the additional explicit Emiss

T uncertainty.
The majority of the uncertainties associated with the modeling of signal and background are of non-

continuous nature, and do not lend themselves to inclusion in the likelihood fit. They are evaluated by
performing pseudo-experiments and calculating the di↵erence between the measured �tt̄ when exchang-
ing the nominal discriminant distributions by the ones for the alternative model.

Uncertainties on the signal modeling arise from the choice of the event generator used to simulate tt̄

8
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Table 2: Selected events in the µ + jets channel split up according to the jet multiplicity. The W +

jets background is obtained from a data-driven method exploiting the charge asymmetry in W boson

production. Uncertainties are from jet energy scale uncertainties, theoretical uncertainties, uncertainty

on the luminosity and the limited MC statistics. For the signal the uncertainty on the initial and final

state radiation modeling is contained as well. QCD multijet production is obtained from a measurement

on data and has a 50 % uncertainty.

1 Jet 2 Jet 3 Jet 4 Jet ≥ 5 jet

t t̄ 320±70 1340±340 2730±500 2710±390 2000±500
W + jets (DD) 380000±120000 93000±43000 20000±12000 4600±3200 1100±900
QCD multijet 25000±12000 11000±5000 3100±1600 900±499 290±150
Single Top 1000±250 1100±500 590±150 210±70 84±34
Z + jets 17000±6000 5500±2600 1500±900 440±300 150±120
Diboson (WW,WZ,ZZ) 1090±130 1010±110 310±60 69±21 18±9

Total Predicted 430000±120000 110000±40000 28000±12000 8900±3500 3700±1300
Data Observed 433931 111741 28643 8680 3814

5 Method176

To extract the fraction of tt̄ events in the sample, we select kinematic variables that discriminate two177

classes of events, the tt̄ signal and the dominant W+jets background, and construct a likelihood discrim-178

inant function. The contributions from all other background sources are smaller and do not justify the179

introduction of an additional event class. The variables are chosen based on their separation power and180

complementarity in terms of their sensitivity to the dominant systematic uncertainties. The small num-181

ber of variables allows for a simpler discriminant function. The discriminant is constructed from four182

variables: the pseudorapidity η" of the lepton, the pT of the jet with the highest transverse momentum183

(leading jet), the event aplanarityA and the variable HT,3p [4]. The aplanarity A is defined as 1.5 times184

the smallest eigenvalue of the momentum tensor, which is defined as:185

Mi j =

∑
N′

objects

k=1
pik p jk

∑
N′

objects

k=1
p2

k

, (1)

where pik is the i-th momentum component and pk is the modulus of the momentum of object k, and186

the sum is over the momenta of up to four highest pT jets and the charged lepton. We obtain better187

discrimination by transforming A → exp[−8 ×A]. The variable HT,3p is the transverse momentum of188

all but the two leading jets, normalized to the sum of absolute values of all longitudinal momenta in the189

event:190

HT,3p =

∑Njets

i=3
|pT,i|

∑Nobjects

j=1
|pz, j|
, (2)

where pT is the transverse momentum and pz the longitudinal momentum. The sum over all objects191

includes the charged lepton, the neutrino and up to four leading jets. The longitudinal momentum of192

the neutrino is obtained by solving the event kinematics and taking the smaller neutrino pz solution. We193

transform HT,3p → exp[−4×HT,3p] to obtain a smoother input distribution for the likelihood discriminant.194

To reduce the dependence on modeling of soft radiation and pileup, only up to four highest pT jets195

were used to calculateA and HT,3p. The agreement between data and the combined signal+background196

aplanarity: 1.5 times 
smallest eigenvalue of 
the momentum tensor:

HT,3p =
⌃

N
jets

4
i=3 |pT,i|

⌃
N

objects

j=1 |pz,j |

pT of 3rd (and 4th) leading jet 
normalised to absolute sum of all 
longitudinal momenta in the event:

leading jet pT
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likelihood discriminant

>projective likelihood discriminant shows good separation between ttbar 
and W+jets

7
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Figure 6: Likelihood distribution D in the µ + jets (3, 4, � 5 jets) and e + jets (3, 4, � 5 jets) channel,
showing the separation between tt̄ and W+jets processes.

Table 3: Table of estimated statistical and systematic uncertainties on the tt̄ cross section. Uncertainties
marked with ⇤) are evaluated outside the fit.

Uncertainty up (pb) down (pb) up (%) down (%)
Statistical 3.9 �3.9 2.2 �2.2
Detector simulation
Jets 3.2 �4.3 1.8 �2.4
Muon 4.1 �4.1 2.3 �2.3
Electron 2.7 �3.0 1.5 �1.7
Emiss

T 2.0 �1.6 1.1 �0.9
Signal model
Generator⇤) 5.4 �5.4 3.0 �3.0
Hadronization⇤) 0.9 �0.9 0.5 �0.5
ISR/FSR 3.0 �2.3 1.7 �1.3
PDF⇤) 1.8 �1.8 1.0 �1.0
Background model
QCD shape⇤) 0.7 �0.7 0.4 �0.4
W shape⇤) 0.9 �0.9 0.5 �0.5
Monte Carlo statistics⇤) 3.2 �3.2 1.8 �1.8
Systematic 9.0 �9.0 5.0 �5.0
Stat. & Syst. 9.8 �9.8 5.4 �5.4
Luminosity 6.6 �6.6 3.7 �3.7
Total 11.8 �11.8 6.6 �6.6

11

ttbar and W+jets normalized to 1
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likelihood fitter setup

> likelihood function:

>Gaussian constraints to background parameters:

8
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Figure 1: Event yields in the control and signal region for the (a) e + jets and (b) µ + jets channels. The

W+jets and QCD multijet contributions are extracted from data as explained in the text. All other physics

processes are normalized to the predictions from MC simulation.

model was checked both in the signal and in the control region of events with exactly two jets. The197

distributions of input variables are shown in Fig. 2 and Fig. 3 for the µ + jets channel and in Fig. 4 and198

Fig. 5 for the e + jets channel before applying the fitting procedure. The shape and normalization of the199

QCD multijet events is obtained from data, the normalization for W+jets events is measured exploiting200

the W boson production charge asymmetry as described above, while the shape comes from MC. All201

other contributions are from MC prediction both for normalization and shape.202

A likelihood discriminant is built from these input variables using the projective likelihood option203

in the TMVA package [21]. The likelihood discriminant Di for an event i is defined as the ratio of the204

signal to the sum of signal and background likelihoods, where the individual likelihoods are products of205

the corresponding probability densities of the discriminating input variables. This approach assumes that206

the latter are uncorrelated.207

The fully defined discriminant function is evaluated for each physics process considered in this analy-208

sis and the corresponding template is created. For tt̄, Z+jets, single top and diboson production templates209

are obtained from simulation and normalized to the luminosity of the data sample. For W+jets, templates210

are obtained from MC and normalized to the data-driven yield estimate. A template for the QCD multijet211

background is obtained from data using loose and tight events weighted according to the matrix method.212

Templates containing 20 bins each are created for each of six analysis channels corresponding to different213

lepton flavor (e or µ) and jet multiplicity (3, 4 and ≥ 5 jets) and combined into one, 120 bin, histogram214

as shown in Fig. 6.215

The tt̄ cross section is extracted by performing a maximum-likelihood fit to the discriminant dis-216

tribution observed in data using templates for signal and all backgrounds. The likelihood is defined as217

follows:218

L(!β,!δ) =
120
∏

k=1

P(µk, nk) ×
∏

j

G(β j,∆ j) ×
∏

i

G(δi, 1) (3)

where the first term represents Poisson probability density of observing nk events in bin k given that µk219

process parameters constraints normalization 
before fit

ttbar β0 - theory

W+jets β1-β6 (separate 
for six channels)

3 jets: 42%  (Behrends sca-
4 jets: 48%   ling and theory)
≥5 jets: 54%

W charge 
asymmetry 
measurement

Z+jets β7 30 % theory
single top β8 3.7% ⊕ 10% (lumi⊕theory) theory
diboson β9 3.7% ⊕ 5% (lumi⊕theory) theory

QCD β10-β15 (separate 
for six channels) 50 % matrix method

Poisson probability

Gaussian constraints 
on backgrounds

systematic uncertainties
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likelihood fitter setup (2)

>systematic uncertainties considered as 
nuisance parameters δi 
 „up“ and „down“ templates in addition to 

nominal for each ±1σ variation

>each nuisance parameter assumed to 
be Gaussian with mean 0
 vertical morphing of templates
→ continuous parameters δi 

 quadratic interpolation for |δi| < 1 (Lagrange 
polynomials), linear extrapolation beyond

>systematics enter as parameters in the 
minimisation process

> let data adjust size of corresponding 
systematic uncertainty

9Top WG Approval Meeting, 02/21/11, U. Husemann: Top Cross Section with B-Tagging

17 nuisance parameters +i due to 
systematic uncertainties

“Up” and “down” templates in addition 
to nominal for each ±1# variation 

Vertical morphing of templates 
!  continuous nuisance parameters +i 
(where +i = 0 corresponds to nominal, 
+i = ±1 to up/down templates)

Quadratic interpolation for |+i| < 1, 
linear extrapolation beyond

120 parameters for bin-by-bin 
statistical uncertainty of templates: 

“Barlow-Beeston lite”: sum of all 
contributions in a bin gets Gaussian 
constraint corresponding to MC 
statistical uncertainty

One parameter for each bin (CPU 
intensive, switched off for ensemble 
testing)

29

nominal

“down”

“up”
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Example: t! templates for 
b-tagging up/down ($+4jets)

likelihood discriminant bin - 
correlated over all channels

example nuisance parameter
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uncertainties

> fitter concept: trade systematic 
uncertainties against fit 
uncertainty on β0

>no direct access to systematic 
uncertainties

>evaluate indirectly by 
performing fit with nuisance 
parameter in question fixed

> take quadratic difference as 
measure of systematic 
uncertainty

>external uncertainties 
evaluated using PEs
 shift of mean taken as uncertainty

>only 6.6% uncertainty 
(including luminosity)!

10

*) evaluated externally

August 9, 2011 – 23 : 01 DRAFT 12

Table 3: Table of estimated systematic uncertainties. Uncertainties marked with ∗) are evaluated outside

the fit.

Uncertainty up (pb) down (pb) up (%) down (%)
Statistical 3.9 −3.9 2.2 −2.2
Detector simulation

Jets 3.2 −4.3 1.8 −2.4
Muon 4.1 −4.1 2.3 −2.3
Electron 2.7 −3.0 1.5 −1.7
MET 2.0 −1.6 1.1 −0.9
Signal model

Generator∗) 5.4 −5.4 3.0 −3.0
Hadronization∗) 0.9 −0.9 0.5 −0.5
ISR/FSR 3.0 −2.3 1.7 −1.3
PDF∗) 1.8 −1.8 1.0 −1.0
Background model

QCD shape∗) 0.7 −0.7 0.4 −0.4
W shape∗) 0.9 −0.9 0.5 −0.5
Method∗) 3.2 −3.2 1.8 −1.8

Systematic 9.0 −9.0 5.0 −5.0
Stat. & Syst. 9.8 −9.8 5.4 −5.4
Luminosity 6.6 −6.6 3.7 −3.7
Total 11.8 −11.8 6.6 −6.6
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result

>combined binned profile 
likelihood fit in all 6 
channels and bins 
simultaneously

> likelihood distribution with 
20 bins in each channel

>all contributions scaled to 
their fit values

>very good data-MC 
agreement

>data-MC agreement 
improves for basic 
variables if fitted β and δ 
values are used 
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Figure 4: The input variable exp[−4 × HT,3p] for the e + jets channel in the signal region, before the fit.

By construction, this variable is defined only for events with at least three jets.

Uncertainties on the signal modeling arise from the choice of the event generator used to simulate tt̄254

events. It is evaluated by comparing mc@nlo prediction of tt̄ kinematics and efficiency to the one from255

powheg [25]. The uncertainty from the parton shower simulation is determined by comparing powheg256

interfaced to herwig or pythia [26]. The uncertainty on tt̄ modeling from the choice of PDF is estimated257

by evaluating the effect of independent error sets of CTEQ66 PDFs [27] on the acceptance and the shape258

of the discriminant. The effect of the initial and final state radiation modeling is assessed using pythia259

samples generated with the varied parameters responsible for the amount of radiation. Unlike other260

modeling uncertainties this one is included in the fit since the parameter variations ensure continuous261

increase or decrease of activity in the event.262

The uncertainties on the background modeling come from the uncertainty on the shape of W+jets263

and QCD templates while the normalization of both is determined from the fit simultaneously with the264

extraction of σtt̄. The kinematics of W+jets depends on the alpgen parameters used to generate this265

background, such as the parton matching threshold and the choice of the factorization scale. The associ-266

ated uncertainty is determined by comparing the effect of the different choices of these parameters on the267

shape of W+jets template. Similarly, the uncertainty from the QCD background model is determined by268

replacing the background model obtained from a matrix method estimate by the estimate using a different269

control region for the fake rate measurement in the µ + jets channel and from an alternative model based270

on electron identification cut inversion in the e + jets channel. An uncertainty specific to the method271

comes from the limited available statistics of MC simulated events used to create templates.272

7 Results273

The combined fit of the six analysis channels to the likelihood discriminant distribution in data in-

cluding all systematic uncertainties treated within the fit yields a tt̄ production cross section of σtt̄ =

179.0+7.0
−6.9 (stat + syst)±6.6 (lumi) pb . The result of the fit is shown in Fig. 7. Both statistical tests (χ2 and

Kolmogorov-Smirnov probability) demonstrate an excellent agreement between data and the background

and tt̄ signal model. After including uncertainties that are not part of the fit, σtt̄ is measured to be

σtt̄ = 179.0±3.9 (stat)±9.0 (syst)±6.6 (lumi) pb = 179.0±9.8 (stat + syst)±6.6 (lumi) pb = 179.0±11.8 pb.

Table 3 shows the effects of various sources of uncertainties on the measurement. To quantify the274

influence of individual systematic uncertainties included via nuisance parameters in the fit on the total un-275

certainty, the nuisance parameters corresponding to the systematic uncertainty under study are removed276

from the fit one at a time. The quadratic difference in relative uncertainty between the two fits is taken as277

a measure of the individual contribution to the total uncertainty.278

> in agreement with theory and smaller than theory uncertainties
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channel (top) and their ratio (bottom). Uncertainties on the ratio points include data and MC statistical
uncertainties. The yellow error band shows the uncertainty from MC statistics.

12



Clemens Lange – Single lepton top quark pair cross section at ATLAS07.12.2011

control plots after fit

12

scaled according to β and δ values
errorband statistical uncertainty only
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Figure 9: Data-MC comparison of exp[�8 ⇥A] and Emiss
T after the fit for the exclusive µ+4 jets channel
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MC statistics.

0 50 100 150 200 250 300 350 400

E
ve

n
ts

 /
 1

0
 G

e
V

100

200

300

400

500

600  = 7 TeVsData 2011,  

tt

W+Jets

QCD Multijet

Other EW

-1
 L dt = 0.70 fb∫

 5 Jets≥+ µ

ATLAS Preliminary

(leading jet) [GeV]
T

p

0 50 100 150 200 250 300 350 400

M
C

 /
 d

a
ta

0.6

0.8

1

1.2

1.4

(a) Leading jet pT

0 20 40 60 80 100 120 140
E

ve
n

ts
 /

 5
 G

e
V

50

100

150

200

250

300

350

400

450
 = 7 TeVsData 2011,  

tt

W+Jets

QCD Multijet

Other EW

-1
 L dt = 0.70 fb∫

 5 Jets≥+ µ

ATLAS Preliminary

(W) [GeV]Tm

0 20 40 60 80 100 120 140

M
C

 /
 d

a
ta

0.6

0.8

1

1.2

1.4

(b) W transverse mass

Figure 10: Data-MC comparison of the leading jet pT and W boson transverse mass after the fit for the
inclusive µ+5 jets channel (top) and their ratio (bottom). The last bin includes overflow. Uncertainties on
the ratio points include data and MC statistical uncertainties. The yellow error band shows the uncertainty
from MC statistics.
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Figure 11: Data-MC comparison of electron ⌘ and exp[�8 ⇥ A] after the fit for the exclusive e+3 jets
channel (top) and their ratio (bottom). Uncertainties on the ratio points include data and MC statistical
uncertainties. The yellow error band shows the uncertainty from MC statistics.
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Figure 12: Data-MC comparison of the leading jet pT and Emiss
T after the fit for the exclusive e+4 jets

channel (top) and their ratio (bottom). The last bin includes overflow. Uncertainties on the ratio points
include data and MC statistical uncertainties. The yellow error band shows the uncertainty from MC
statistics.
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Figure 13: Data-MC comparison of electron ⌘ and exp[�4 ⇥ HT,3p] after the fit for the inclusive e+5 jets
channel (top) and their ratio (bottom). Uncertainties on the ratio points include data and MC statistical
uncertainties. The yellow error band shows the uncertainty from MC statistics.

placing the default tt̄ and single top samples generated with top quark mass of mt = 172.5 GeV by
the corresponding samples generated at di↵erent masses. In the range of masses between 160 GeV
and 190 GeV the dependence of the cross section on the mass is well-described by a linear function:
�tt̄ = 411.9 � 1.35 ⇥ mtop(GeV) pb.

8 Conclusion

We have measured the tt̄ production cross section in the lepton+jets final state by exploiting kinematic
event information yielding �tt̄ = 179.0±11.8 pb. The result is in a good agreement with the approximate
NNLO theoretical prediction. It represents the most precise measurement of �tt̄ at the LHC to date and
exceeds the precision of the theoretical calculation.
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>uncertainties competitive with theory
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Figure 4: The input variable exp[−4 × HT,3p] for the e + jets channel in the signal region, before the fit.

By construction, this variable is defined only for events with at least three jets.

Uncertainties on the signal modeling arise from the choice of the event generator used to simulate tt̄254

events. It is evaluated by comparing mc@nlo prediction of tt̄ kinematics and efficiency to the one from255

powheg [25]. The uncertainty from the parton shower simulation is determined by comparing powheg256

interfaced to herwig or pythia [26]. The uncertainty on tt̄ modeling from the choice of PDF is estimated257

by evaluating the effect of independent error sets of CTEQ66 PDFs [27] on the acceptance and the shape258

of the discriminant. The effect of the initial and final state radiation modeling is assessed using pythia259

samples generated with the varied parameters responsible for the amount of radiation. Unlike other260

modeling uncertainties this one is included in the fit since the parameter variations ensure continuous261

increase or decrease of activity in the event.262

The uncertainties on the background modeling come from the uncertainty on the shape of W+jets263

and QCD templates while the normalization of both is determined from the fit simultaneously with the264

extraction of σtt̄. The kinematics of W+jets depends on the alpgen parameters used to generate this265

background, such as the parton matching threshold and the choice of the factorization scale. The associ-266

ated uncertainty is determined by comparing the effect of the different choices of these parameters on the267

shape of W+jets template. Similarly, the uncertainty from the QCD background model is determined by268

replacing the background model obtained from a matrix method estimate by the estimate using a different269

control region for the fake rate measurement in the µ + jets channel and from an alternative model based270

on electron identification cut inversion in the e + jets channel. An uncertainty specific to the method271

comes from the limited available statistics of MC simulated events used to create templates.272

7 Results273

The combined fit of the six analysis channels to the likelihood discriminant distribution in data in-

cluding all systematic uncertainties treated within the fit yields a tt̄ production cross section of σtt̄ =

179.0+7.0
−6.9 (stat + syst)±6.6 (lumi) pb . The result of the fit is shown in Fig. 7. Both statistical tests (χ2 and

Kolmogorov-Smirnov probability) demonstrate an excellent agreement between data and the background

and tt̄ signal model. After including uncertainties that are not part of the fit, σtt̄ is measured to be

σtt̄ = 179.0±3.9 (stat)±9.0 (syst)±6.6 (lumi) pb = 179.0±9.8 (stat + syst)±6.6 (lumi) pb = 179.0±11.8 pb.

Table 3 shows the effects of various sources of uncertainties on the measurement. To quantify the274

influence of individual systematic uncertainties included via nuisance parameters in the fit on the total un-275

certainty, the nuisance parameters corresponding to the systematic uncertainty under study are removed276

from the fit one at a time. The quadratic difference in relative uncertainty between the two fits is taken as277

a measure of the individual contribution to the total uncertainty.278
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replacing the background model obtained from a matrix method estimate by the estimate using a different269

control region for the fake rate measurement in the µ + jets channel and from an alternative model based270

on electron identification cut inversion in the e + jets channel. An uncertainty specific to the method271
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