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The Standard Model Higgs becomes tachyonic at high energy scales according to current measure-
ments. This unstable regime of the Higgs potential can be realized in the early Universe during high
scale inflation, potentially with catastrophic consequences. This letter highlights a crucial inherent
feature of such configurations that has so far remained ignored: Higgs particle production out of
vacuum induced by the rapidly evolving Higgs field, which gets exponentially enhanced due to the
tachyonic instability. Such explosive particle production can rapidly drain energy away from the
Higgs field, sustaining a large density of Higgs particles even during inflation, and could initiate
a qualitatively di↵erent form of preheating in parts of the post-inflationary Universe. Any study
of the Higgs field in its tachyonic phase, either during or after inflation, must therefore take this
substantial particle energy density into account, which could significantly a↵ect the subsequent evo-
lution of such systems. This could carry important theoretical and observational implications for
high scale inflation, post-inflationary preheating, observable signals in the cosmic microwave back-
ground, gravitational waves, and primordial black holes, as well as deeper concepts ranging from
eternal inflation to the metastability of the electroweak vacuum.

I. MOTIVATION

Current measurements indicate that the Standard
Model (SM) Higgs potential is unstable at high scales, and
the electroweak (EW) vacuum that our Universe exists in is
metastable, albeit with a decay lifetime significantly longer
than the current age of the Universe. However, the Higgs
could have briefly existed in this unstable regime in the
early Universe due to quantum fluctuations during a pe-
riod of high scale inflation. Such configurations have been
extensively studied in the literature [1–14], and the con-
sequences are believed to be catastrophic: the Higgs field
rapidly evolves to regions of negative potential energy that
can terminate inflation, resulting in crunching anti-de Sit-
ter (AdS) space that grows to engulf all of spacetime, ren-
dering the existence of a Universe such as ours impossible.
This fate can be avoided in the presence of nonminimal
modifications of the Higgs potential that stabilize it before
reaching such regimes (see e.g. [8, 9, 15–26]). However, in
the absence of such stabilizing corrections, the Standard
Model Higgs appears to be incompatible with high scale
inflation, where the scale of inflation is greater than the
instability scale of the Higgs potential.

In this Letter, we study the e↵ects of Higgs particle pro-
duction in the tachyonic regime during inflation. It is well
known that the tachyonic instability triggers an expon-
tential growth of particle number [27–29]. Some previous
papers [14, 30, 31] that considered particle production and
tachyonic growth of inhomogeneities in this regime dur-
ing inflation found such e↵ects to be negligible; however,
these papers only considered Hubble-induced fluctuations
or particle production, i.e. those sourced by the inflation-
ary background. In this paper, we focus on particle pro-
duction induced by the dynamics of the Higgs field itself.
It is well known that a non-adiabatically changing back-
ground field can produce particles out of vacuum; this phe-
nomenon is encountered in many familiar contexts, such as
the Schwinger mechanism, Hawking radiation from black
holes, or gravitational particle production. Although the

energy density in the Higgs field is subdominant to the in-
flaton energy density in our regime of interest, which might
have led previous studies to ignore this e↵ect, we will see
that particle production induced by the Higgs field evolu-
tion is an important e↵ect, due to the fact that the Higgs
field can reach significantly larger values than the Hubble
scale during inflation.
A substantial population of Higgs particles produced out

of the Higgs field during inflation can have several impor-
tant consequences. It can draw energy out of the Higgs
field, slowing its evolution towards catastrophic values,
as well as produce stabilizing thermal corrections to the
Higgs potential. It can terminate inflation locally once
its energy density becomes comparable to the inflaton en-
ergy density, resulting in emergence out of inflation into a
preheated state, much as in warm inflation scenarios [32],
rather than rapid descent into catastrophic anti-de Sitter
space. Even the collapse into AdS, currently believed to be
catastrophic, could become benign due to modified evolu-
tion due to the significant energy density in particles. Such
considerations reopen the possibility of restoring the Uni-
verse to the EW vacuum after reheating, therefore making
high scale inflation compatible with the Higgs instability.
The presence of a large density of particles in some Hub-
ble patches could also lead to various observables signals
of such inhomogeneities, such as imprints in the cosmic
microwave background (CMB), gravitational waves, and
primordial black holes.
The main purpose of this Letter is to demonstrate that

excursions of the Higgs to large field values of its unstable
potential is necessarily accompanied by a huge energy den-
sity of Higgs particles, even during inflation, which can af-
fect the subsequent evolution of the Higgs field. Section II
describes the framework for the study. Section III presents
the calculation of particle production from Higgs evolution
and tachyonic instability during inflation. Backreaction
e↵ects of particle production are addressed in Section IV,
followed by qualitative discussions of the post-inflationary
evolution of such regions (Section V) and observable sig-
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The Standard Model Higgs becomes tachyonic at high scales according to current measurements.
This unstable regime of the Higgs potential can be realized in the early Universe during high scale
inflation, potentially with catastrophic consequences. This letter studies a crucial inherent feature
of such configurations: during inflation, the rapidly evolving Higgs field can excite particles out of
vacuum, and this particle abundance gets exponentially enhanced due to the tachyonic instability.
Such explosive particle production can rapidly drain energy away from the Higgs field, sustaining
a large density of Higgs particles even during inflation. Consequently, such regions exit inflation
into a preheated state with positive vacuum energy rather than into collapsing anti-de Sitter space.
The Standard Model Higgs could therefore initiate a qualitatively di↵erent form of preheating in
parts of the post-inflationary Universe, and possibly, without any nonminimal modifications, cure
the catastrophic aspects of its instability. The results here could carry important theoretical and
observational implications for high scale inflation, post-inflationary preheating, observable signals
in the cosmic microwave background and gravitational waves, as well as deeper concepts ranging
from eternal inflation to the metastability of the electroweak vacuum.

I. MOTIVATION

Current measurements indicate that the Standard
Model (SM) Higgs potential is unstable at high scales,
and the electroweak vacuum that our Universe exists in is
metastable, albeit with a decay lifetime significantly longer
than the current age of the Universe. However, the Higgs
could have existed in this unstable regime in the early Uni-
verse due to quantum fluctuations during a period of high
scale inflation. Such configurations have been extensively
studied in the literature [1–8], and the consequences are
believed to be catastrophic: the Higgs rapidly evolves to
regions of negative potential energy that can terminate in-
flation, resulting in anti-de Sitter (AdS) space that grows
to engulf all of spacetime, rendering the existence of a Uni-
verse such as ours impossible. This fate can be avoided in
the presence of nonminimal modifications of the Higgs po-
tential that stabilize it before reaching such regimes (see
e.g. [4, 5, 9, 10] [add more references]). However, in the ab-
sence of such stabilizing corrections, the Standard Model
Higgs appears to be incompatible with high scale inflation.

In this paper, we study the e↵ects of Higgs particle pro-
duction in the tachyonic regime during inflation. It is
well known that the tachyonic instability triggers an ex-
pontential growth of particle number [11, 12]. Some pre-
vious papers [8, 13, 14] that studied particle production
and tachyonic growth of inhomogeneities in this regime
during inflation found such e↵ects to be negligible; how-
ever, these papers only considered Hubble-induced fluc-
tuations or particle production, i.e. those sourced by the
inflationary background. In this paper, we focus on parti-
cle production induced by the dynamics of the Higgs field
itself. It is well known that a non-adiabatically chang-
ing background field can produce particles out of vacuum;
this phenomenon is familiar, for instance, in the context of
the Schwinger mechanism, Hawking radiation from black
holes, or gravitational particle production. Although the
energy density in the Higgs field is subdominant to the in-
flaton energy density in our regime of interest, which might

have led previous studies to ignore this e↵ect, we will see
that particle production induced by the Higgs is an impor-
tant e↵ect, due to the fact that the Higgs can reach field
values significantly larger than Hubble during inflation.

A substantial population of Higgs particles produced out
of the Higgs field during inflation can have several impor-
tant consequences. It can draw energy out of the Higgs
field, slowing its evolution towards catastrophic values, as
well as produce stabilizing thermal corrections to the Higgs
potential. It can terminate inflation locally once its energy
density becomes comparable to the inflaton energy density,
resulting in emergence out of inflation into a preheated
state, much as in warm inflation scenarios [15], rather than
into catastrophic anti-de Sitter space. Such considerations
reopen the possibility of restoring the electroweak vacuum
after reheating, and therefore making high scale inflation
compatible with the Higgs instability. The presence of
a large density of particles in some Hubble patches also
raises the prospects of observables signals of such inhomo-
geneities, such as imprints in the cosmic microwave back-
ground (CMB) [16–18], gravitational waves [19, 20], and
primordial black holes [14, 18].

Section II describes the framework for our study. Sec-
tion III presents the calculation of particle production from
Higgs evolution and tachyonic instability during inflation.
Backreaction e↵ects of particle production are addressed in
Section IV, followed by discussions of the post-inflationary
evolution of such regions (Section V) and observable sig-
nals of such configurations (Section VI). Section VII is de-
voted to a discussion of open questions and broader impli-
cations.

II. FRAMEWORK: HIGGS EVOLUTION

The Standard Model Higgs potential develops an insta-
bility scale at ⇤I ⇠ 1011 GeV due to the Higgs quartic
coupling running to negative values. Beyond this scale,
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Many phenomenological aspects: ultra high 
frequency gravitational waves, primordial micro-
black holes, non-gaussianities/CMB “hotspots”…
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Moortgat-Pick, Geraldine Servant , Julia Ziegler, Sven Ha… ]

mailto:bibhushan.shakya@desy.de


4

TODAY

2308.16224 [HEP-PH]     

                2308.13070  [HEP-PH]  

2406.XXXXX [HEP-PH]     

                2403.03252 [HEP-PH]  



5

                2308.13070  [HEP-PH]  



6

2406.XXXXX [HEP-PH]     

                2403.03252 [HEP-PH]  

See Martina’s talk 

tomorrow at QU day



MOTIVATION



MOTIVATION
THEORY: The history of the Universe is, essentially, an 
evolution from a highly symmetric state to what we see 
today: a series of symmetry breaking steps, some likely 

involving first order phase transitions (FOPT)




MOTIVATION
THEORY: The history of the Universe is, essentially, an 
evolution from a highly symmetric state to what we see 
today: a series of symmetry breaking steps, some likely 

involving first order phase transitions (FOPT)


EXPERIMENT: Gravitational waves (GW) provide a 
novel, powerful probe to explore the early epochs of 

the Universe. FOPTs a well motivated and widely 
studied source of primordial GWs



MOTIVATION
THEORY: The history of the Universe is, essentially, an 
evolution from a highly symmetric state to what we see 
today: a series of symmetry breaking steps, some likely 

involving first order phase transitions (FOPT)


BSM APPLICATIONS: opportunities to connect to open 
questions in BSM physics: dark matter, baryon 

asymmetry, neutrino masses…

EXPERIMENT: Gravitational waves (GW) provide a 
novel, powerful probe to explore the early epochs of 

the Universe. FOPTs a well motivated and widely 
studied source of primordial GWs



MOTIVATION
THEORY: The history of the Universe is, essentially, an 
evolution from a highly symmetric state to what we see 
today: a series of symmetry breaking steps, some likely 

involving first order phase transitions (FOPT)
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UNIQUENESS: A unique configuration that allows us to 
probe energies far higher than any energy reached in our 

cosmic history 
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FIRST ORDER PHASE TRANSITION (FOPT)

Transition of a background scalar field from its 

false (metastable, unbroken) vacuum to its


 true (stable, broken) vacuum state

Bubbles of true vacuum nucleate in the background of 
the false vacuum, expand and percolate, converting all 

space into the true vacuum configuration
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ENERGY DISSIPATION

Where does this energy go?

Involves release of (significant) latent energy stored in the false vacuum


( could be the dominant energy component of the Universe )
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ENERGY DISSIPATION

Transferred to particles 
that interact with the 
wall/become massive in 

the broken phase

Converted to kinetic/
gradient energy of the 

bubble walls
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ENERGY DISSIPATION

Scalar field / 
bubble wall


(Interacting)

Sound waves/ 
turbulence in 

plasma


(Non-interacting)

Feebly interacting 

particles 


Distinct sources 
of gravitational 

waves from 
FOPTs, with 
distinct GW 

spectra }
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RUNAWAY BUBBLE CONFIGURATIONS
If there is no efficient energy dissipation* into the plasma, 

bubble walls continue to accumulate the released 
latent energy from the false vacuum, and accelerate to higher 

boost factors. 

*can occur in several cases: supercooled transitions, transition 
with a light /no gauge bosons, quantum tunnelling in vacuum)
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RUNAWAY BUBBLE CONFIGURATIONS

crossing the wall and becoming massive in the broken phase. A full thermal distribution of a
particle species crossing into the bubble is known to produces a pressure [57] (see also [58, 59]):

PLO ⇡
1

24
m2T 2 , (2)

where m is the mass of the particle in the broken phase and T is the temperature of the bath.
If the sum of such e↵ects from all particles exceeds the energy available from the transition, �V ,
the walls achieve a terminal velocity corresponding to some steady state configuration; if not, the
walls continue to accelerate. As the walls become relativistic, friction due to splitting or transition
radiation, corresponding to radiation of gauge bosons from particles crossing into the bubbles,
becomes increasingly important [60–62], producing pressure that scales as

PNLO ⇠ g2 �w mV T 3 , (3)

where g is the gauge coupling and mV is now the mass of the gauge boson, and we have dropped
some O(1) factors. This implies that the bubble walls reach a terminal velocity corresponding to
�w ⇠ �V/(g3T 3v�) (where we have used mV = gv�) if they have not collided with other bubbles
before this value is reached.

If the frictional energy loss remains subdominant to �V , energy conservation dictates that
the boost factor of the wall grows with the growing bubble radius R as � ⇡

2R
3R0

[63]. In such
configurations, the boost factor can reach extremely large values; parametrically,

�max ⇠
1

�/H

MP l

v�
, (4)

where we have used the relations in Sec. 2.1 and assumed T ⇠ v�. The energy density in the bubble
wall at collision is then Ewall = �max/lw0 ⇠ MP l/(�/H), making it possible to produce heavy
particles up to this scale. Remarkably, note that Ewall is independent of v�: a transition at a lower
scale v�, where the bubble walls have lower energy, is compensated by a lower Hubble scale, which
allows the bubbles to expand for longer before collisions occur, and thus the bubble walls can get
boosted for a longer period.

Viable scenarios that can realize such � � 1 runaway behavior needed for producing ultraheavy
DM can broadly be classified into four distinct categories:

Scenario I: Thermal transition without a gauge boson

This corresponds to scenarios where the FOPT is thermally triggered, i.e. a thermal bath that
interacts with the bubble walls is present, but �V > PLO, so that the friction from particles
crossing into the bubbles and becoming massive is not su�cient to slow the walls down, and in the
absence of a gauge boson there is no PNLO contribution.

Scenario II: Thermal transition with a light gauge boson

Even if the broken symmetry is gauged, runaway behavior can be realized if the corresponding
gauge boson is light (mV ⌧ v�), i.e. the gauge coupling is small (g ⌧ 1). Recall that friction
due to splitting radiation (Eq. 3), which grows linearly with �w, eventually saturates the released
latent energy, resulting in a terminal value �w ⇠ �V/(g3T 3v�) for the wall boost factor. Assuming
T ⇠ v�, we have �w ⇠ cV /g3, hence �w � 1 is possible if g ⌧ 1. In such cases, the boost factor at
collision is

�w ⇠ min


cV
g3

,
2R⇤
3R0

�
, (5)

i.e. either the terminal behavior described above is reached, or the bubble walls collide before this
occurs.

6

If there is no efficient energy dissipation* into the plasma, 
bubble walls continue to accumulate the released 

latent energy from the false vacuum, and accelerate to higher 
boost factors. 

From energy conservation arguments, 

Lorentz boost factor of the runaway bubble wall grows linearly 

with bubble size 

Bubble wall energy scale at point of collision 
(independent of the energy scale of the FOPT!) 


*can occur in several cases: supercooled transitions, transition 
with a light /no gauge bosons, quantum tunnelling in vacuum)
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RUNAWAY BUBBLE CONFIGURATIONS
If there is no efficient energy dissipation* into the plasma, 

bubble walls continue to accumulate the released 
latent energy from the false vacuum, and accelerate to higher 

boost factors. 

Bubble wall energy at point of collision 
(independent of the energy scale of the FOPT!) 


*can occur in several cases: supercooled transitions, transition 
with a light /no gauge bosons, quantum tunnelling in vacuum)

Is it p
ossible to efficiently 

produce particles with 

such energies from these 

bubble walls?
MANY orders of magnitude 

higher than the scale of the 

phase transitio
n, and 

possibly any temperature/

energy even reached in 

our cosmic history!!!
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• Significant effect: compared to gravitational wave production 
(particle couplings are much larger than the gravitational coupling)


• Highly inhomogeneous process: Cannot be calculated in the 
same way as particle production from homogeneous phase 

transitions / changing backgrounds 


• Not very well studied in the literature: only a handful of 
papers with semi-analytic estimates in idealized scenarios, underlying 

physics not well understood

PARTICLE PRODUCTION AT FOPTS

Watkins+Widrow Nucl.Phys.B 374 (1992)

Konstandin+Servant 1104.4793 [hep-ph]

Falkowski+No 1211.5615 [hep-ph]
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FIRST ORDER PHASE TRANSITION
TERMINOLOGY

2

dictates that massless X particles can cross the bubble
wall into the broken phase if �w EX & mX , where EX is
the energy of a given X particle. The resulting pressure
on the bubble wall due to a full thermal distribution of
these particles crossing into the bubble and becoming
massive is [ref]

Pfull ⇡ m
2
XT

2
. (1)

We can compare this with the energy density released
during the phase transition, �V . In order to make con-
nections with GW signals, we parameterize this quantity
as a fraction of the energy density in the radiation bath

↵ =
�V

⇢rad
⇡

�V

gD⇤ T 4
, (2)

where g
D
⇤ = gbosons + 7/8gfermions represents the total

number of degrees of freedom in the dark sector. If
�V < P, [wouldn’t the bubble collapse?] all of the en-
ergy released from the phase transition gets transferred
to massive X particles; this is the case if

mX >

q
gD⇤ ↵T , (3)

where we have dropped an O(1) prefactor for simplic-
ity. In this case, essentially all of the energy released in
the transition goes into producing these massive parti-
cles, and the bubble wall attains a steady-state, terminal
velocity, with �w the corresponding terminal boost fac-
tor. Thus, for given mX , T,↵, Eq. (3) determines the
condition for the massive particles to saturate the energy
released in the phase transition.1

We are interested in scenarios where this population of
massive X particles or their decay products – we will de-
note the relevant particle by Y – are noninteracting over
the timescale of the phase transition. In general, a par-
ticle Y in the broken phase can have interactions with
other particles in their neighborhood within the bub-
ble while the bubbles are expanding, or with particles
in other bubbles once the bubbles collide. If these par-
ticles have a thermal abundance ⇠ T

3, the condition for
them to be noninteracting on the timescale relevant for
bubble crossing is

T
3
�R⇤ < 1 , (4)

where � is the relevant interaction cross section, and
R⇤, the average bubble size at collision, represents the
timescale over which the phase transition completes.2

1
It is known that friction due to splitting radiation can dominate

over this leading-order friction source in the presence of a light

gauge boson if the walls are extremely relativistic, and terminate

runaway behavior [18–20]. This contribution is negligible for the

scenarios we consider in this paper.
2
As the amplitude of the gravitational wave signal is proportional

to the duration of the source, the maximal amplitude is reached

if the particles remain noninteracting over an entire Hubble time

i.e. T
3
�H⇤ < 1. move to later?

Note that Y particles can be either noninteracting or
thermalized in the symmetric phase, depending on the
interactions that are present; in our study of GWs we will
consider both possibilities. [Actually, we only present re-
sults for the thermalized case. ]
The scalar s can itself serve as the particle X if it gains

a large mass by virtue of the FOPT; however, a large
mass also, in general, implies a large quartic coupling
�s, which leads to e�cient self-scattering in the broken
phase. The role of X can also be played by the gauge
boson Z

0 corresponding to the broken symmetry; this re-
quires a su�ciently large gauge coupling g

0, such that
mZ0 = g

0
hsi saturates the condition in Eq. 3. This cou-

pling g
0
mZ0sZ

0
Z

0 can also give rise to scalar-mediated
s- and t-channel Z 0 self-scattering processes; assuming
�tT ⇡ mZ0 < ms ⇡ hsi, this self-scattering cross section

is � ⇠
g04

(4⇡)2
m2

Z0
m4

s
, and the condition for Z 0 to be noninter-

acting during the FOPT (Eq. 4) is

(4⇡)2

g06
hsi

2

T MPl

�

H
> 1 . (5)

where we have used R⇤ ⇡ 1/�, H ⇡ T
2
/MPl. For �/H ⇡

100 and T ⇠ O(TeV), this implies hsi/(g02T ) > 106. Re-
calling that Eq. 3 also requires g

0
hsi/T > O(1), satisfy-

ing the noninteracting condition above generally requires
g
0
> 0.01, <? hsi > 100T . Any other particle that gets

massive through its coupling to the scalar s will also have
similar scattering cross sections mediated by this cou-
pling, and face similar constraints. Standard thermally
triggered phase transitions generally occur at T ⇠ hsi,
hence the hsi > 100T hierarchy likely requires some non-
trivial setup, such as supercooled transitions [refs], or
transition via quantum tunnelling.3 We do not pursue
the details of such setups further, but simply emphasize
the general point that any particle that gets its mass
from the phase transition and satisfies Eq. (3) is likely to
self scatter over the course of the phase transition unless
hsi>100T , which requires somewhat nontrivial setups.
A more plausible possibility is that particle X (which

could be s, Z 0, or some other particle in the dark sec-
tor that couples significantly to s) decays rapidly into
noninteracting particles in the symmetric phase. As a
representative case, consider the Z

0 boson decay into a
pair of fermions  (corresponding to the particle Y ) in
the broken phase, via the interaction Z

0
!   ̄, with

some e↵ective coupling ✏. Since the massive Z
0 particles

move in the plasma with velocities comparable to the wall
velocity, the decay rate is

�Z0 ⇡
✏
2

8⇡ �w
mZ0 . (6)

3
In such scenarios, a SM bath at a higher temperature might

be required to avoid potentially problematic vacuum dominated

inflationary phases.

to the background field undergoing the phase transition, independently of the details of the FOPT
or the thermal plasma. We therefore present our analysis and results in a “model independent”
manner, in terms of phenomenologically relevant parameters characterizing the phase transition
and for simplified minimal DM setups, so that the results can be applied in a straightforward
manner to specific dark sector and DM models.

2.1 Phase Transition Parameters

Here, we list the phenomenological parameters that are relevant for the calculation. Consider a
FOPT in a dark/hidden sector where a background field � transitions from a metastable, false
vacuum, where it has a vanishing vacuum expectation value (vev) h�i = 0, to a stable, true vacuum
configuration with non-vanishing vev h�i = v�. The latent energy released in the phase transition
is given by the di↵erence in the potential energies of the two vacua, and we parameterize it as

�V ⌘ Vh�i=0 � Vh�i=v� = cV v4� . (1)

The phase transition parameters relevant to our calculation of DM production and abundance
are:

• Tn: temperature of the thermal bath at which the FOPT is triggered, i.e. when bubbles of
true vacuum begin to nucleate at a rate greater than the Hubble scale.

• R0: critical radius of nucleated bubble that can grow. This is typically O(T�1
n ).

• ↵: strength of the phase transition, defined as ↵ ⌘
⇢(vacuum)

⇢(radiation) , where ⇢(vacuum) = �V

and ⇢(radiation) represents the energy density in the radiation bath (SM and dark sectors
combined) at Tn.

• �: (inverse) duration of phase transition. This is generally parametrized relative to the
Hubble scale as �/H, which is a dimensionless parameter.

• vw: velocity of the bubble wall. This quantity is time-dependent: as the bubbles expand,
vacuum energy gets transferred to the wall, accelerating it. Hence vw tends to grow, but can
asymptote to a constant value in the presence of significant frictional forces.

• �w: Lorentz boost factor of the bubble wall, determined from vw via the relation �w =
1/
p
1� v2w. In this paper we are interested in the relativistic regime vw ⇡ 1, �w � 1.

• lw: thickness of the bubble wall. This quantity is also time dependent: while the wall thickness
at bubble nucleation is lw0 ⇠ O(v�1

� ), the apparent wall thickness in the plasma frame gets
Lorentz contracted as the bubble accelerates to greater velocities, hence lw = lw0/�w tends
to decrease with time.

• R⇤: typical size of vacuum bubbles at collision; this is determined from the timescale over
which the transition completes, R⇤ ⇡ vw (8⇡)1/3��1.

• T⇤: temperature of the thermal bath at which bubbles of true vacuum percolate and the phase
transition ends. Since phase transitions complete within a fraction of Hubble time, T⇤ ⇡ Tn

if the Universe remains radiation dominated throughout. If the Universe instead becomes
vacuum dominated, then T⇤ is determined through energy conservation conditions at the end
of the transition.

4

• FOPT: scalar field φ obtains a nonzero vev vφ 

• Energy difference between vacua: 

• Energy fraction in false vacuum 

• Tn , T*: Temperature of thermal bath at beginning, end of phase transition

• Bubbles formed with wall thickness lw(∼ 1/vφ) and initial radius R0(∼ 1/Tn)

• Bubble wall velocity vw, boost factor γw 

• H: Universe expansion rate; H~T2*/MPl (radiation dominated Universe)

• β : (inverse) timescale for completion of phase transition: expressed as a 
fraction of Hubble scale β/H (~10-10,000)

• R*: typical size of bubbles at collision; R* ≈ 1/β  
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PARTICLE PRODUCTION FROM BACKGROUND FIELD DYNAMICS

A changing background can 
produce particles out of vacuum

(Gravitational particle production, Schwinger effect,  Hawking radiation…)

An inevitable phenomenon
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PARTICLE PRODUCTION FROM BACKGROUND FIELD DYNAMICS

FOPTs involve nontrivial dynamics of the background field:
• Bubbles nucleate

• Bubble walls propagate in space

• Bubble walls collide

• Excitations/oscillation of the background field after collision 

A changing background can 
produce particles out of vacuum

(Gravitational particle production, Schwinger effect,  Hawking radiation…)

An inevitable phenomenon
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PARTICLE PRODUCTION FROM BACKGROUND FIELD DYNAMICS

FOPTs involve nontrivial dynamics of the background field:

“Irreducible” form of particle production: 

does not depend on nature/existence of a particle bath

A changing background can 
produce particles out of vacuum

(Gravitational particle production, Schwinger effect,  Hawking radiation…)

An inevitable phenomenon

(Additional production mechanisms possible due to interactions 
with a thermal bath; will discuss these later)

• Bubbles nucleate

• Bubble walls propagate in space

• Bubble walls collide

• Excitations/oscillation of the background field after collision 
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5

from the false vacuum region outside by a wall of thickness lw ⌧ Rc
1. The background field configuration

within the thin wall is given by the ansatz

v�(x) =
1

2
v� [1 + tanh(x/lw)], (9)

for the wall centred at x = 0. This ansatz is exact for a quartic potential but remains applicable to the extent
that a given potential can locally be approximated as a quartic [87, 88]. Note the analogy with the ansatz used
for the homogeneous transition (Eq. 1) in the previous subsection.
We can therefore consider the scalar field within the bubble to be homogeneous. Although bubbles of critical

radii are assumed to nucleate instantaneously, the evolution of the scalar field from the false to true vacuum
inside the nucleated bubble is also determined by the dynamics of the bounce action. Since the bounce action
is O(4) symmetric, we can posit that the temporal evolution (of the nucleating bubble) also follows the same
ansatz as its spatial variation, i.e. inside the nucleated bubble the field evolves as

v�(t) =
1

2
v� [1 + tanh(t/lw)] for r < Rc . (10)

Therefore, the wall thickness lw also parameterizes the timescale of field evolution at bubble nucleation.
Thus, the number density of particles produced during bubble nucleation can be estimated from the homo-

geneous case Eq. 7, 8 with the replacement T ! lw. 2 This homogeneous approximation should be valid for
modes k � R�1

c . In principle, this implies that Eq. 8 should be calculated with an IR cuto↵ 2⇡lw/Rc; however,
in practice, since the integrals over phase space are known to be dominated by k ⇠ l�1

w , and lw ⌧ Rc in the
thin wall approximation, the implementation of this IR cuto↵ is not necessary.
It is important to keep in mind that the above particle production only takes place at sites of bubble nucleation,

i.e. within spheres of radii Rc. These number densities will eventually get diluted by a factor (Rc/R⇤)3 when
the particles di↵use out to fill the entire volume of the bubble at its maximal size at collision, corresponding to
radius R⇤. Accounting for this, the final number density of particles from bubble nucleation in the thin wall
approximation is given by

nX ⇡ gX
4⇡5

l�3
w

✓
Rc

R⇤

◆3

I (lw mX) , (11)

with I(a) given by Eq. (8).

C. Single Propagating Bubble Wall

Next, let us consider the stage of bubble expansion, where the bubble walls propagate out in space. The
expansion of bubbles also involves an evolution of the background field from the false to true vacuum, 0 ! v�;
one might therefore expect similar particle production as in the homogeneous case or bubble nucleation as
a consequence of this dynamics. In fact, a naive implementation of the above formalism would suggest that
particle number densities in this case scale as ⇠ (�w/lw)3 (where �w is the Lorentz boost factor of the bubble
wall), which is the timescale over which a point in space transitions from the false to true vacuum as the wall
passes through. However, the transition in this case is inhomogeneous; the background field evolves in space as
well as time, which complicates the calculation and, as we will see below, changes the result completely.
We will first consider a single propagating bubble wall, for which it is possible to tackle the problem analyt-

ically. For simplicity, consider a single planar bubble wall of constant thickness lw and profile given in Eq. 9
sweeping through space with velocity vw (i.e. we ignore the “other” side of the bubble that is expanding in the

1For thick walled bubbles, additional scalar field dynamics inside the bubble can lead to additional particle production (see
e.g. [36]). We ignore such possibilities in this paper since this contribution is expected to be small.

2Thse simple estimates are in qualitative agreement with a more rigorous but complex calculation in [80].

For can use the homogeneous approximation, calculate particle number 
densities using standard homogeneous approach (Bogoliubov transform)

Number density of particles from bubble nucleation (accounting for diffusion into rest of volume)

4

with !1 ⌘ k and !2 ⌘
q

k2 +m2
 (where m is the final/asymptotic mass in the true vacuum), and �k is the

Bogoliubov coe�cient of the positive frequency k mode in the final state. The mode occupation number for
fermions can be calculated analogously as [78]:

nF
k =

cosh(⇡ T mF )� cosh(⇡ T (!2 � !1))

2 sinh(⇡ T !1) sinh(⇡ T !2)
, (5)

where mF is the mass of the fermion after the phase transition.
The particle number density of a field X is obtained by integrating the above occupation numbers over all

momenta:

nX =
gX
2⇡2

Z 1

0
dk k2 nX

k , (6)

where gX is the number of degrees of freedom in field X.
Note that in the limit mX ! 0, we get nX

k ! 0 for bosons as well as fermions: as the field equation
of motion remains unchanged in both vacua, the field is not sensitive to the changing background, and no
particle production takes place. We also note two limiting behaviors of the above expressions: (i) they reduce
to an exponential suppression in the large k limit kT � 1: momenta larger than the relevant energy scale
of the process, T �1, are exponentially suppressed; and (ii) in the low momentum limit kT ⌧ 1, nk becomes
momentum independent and approaches a constant value.

Integrating Eq. 6 over all momenta gives the following particle number density:

nX =
gX

2⇡2(2⇡)3
T �3 I (T mX) (7)

As could have been anticipated from dimensional analysis, the number density of particles produced scales as
T �3, which is the relevant physical scale in the problem. The dimensionless integral factor I(T mX) is

I(a) ⌘
Z 1

0
dx x2 ⇥

sinh2
h
1
4

⇣p
a2 + x2 � x

⌘i

sinh
⇣

1
2

p
a2 + x2

⌘
sinh

⇣
1
2x

⌘ (bosons)

I(a) ⌘
Z 1

0
dx x2 ⇥

cosh
⇣

1
2a

⌘
� cosh

h
1
2

⇣p
a2 + x2 � x

⌘i

2 sinh
⇣

1
2

p
a2 + x2

⌘
sinh

⇣
1
2x

⌘ (fermions) (8)

and encapsulates the e�ciency of the changing background for producing particles with various masses. For
mXT < 1, one finds I(a) ⇡ a2; as expected, the integral vanishes in the limit mX ! 0. For mXT & 1, I(a) ⇡ 1.
In all cases, the largest contribution to the number density comes from momenta kT ⇠ 1, hence particles are
primarily produced with momenta close to the inverse scale of the transition, k ⇠ T �1.
It is important to keep in mind that these formulae are only applicable if the relevant particle gets its mass

from the background field. For fields with bare masses much larger than that contributed by the background
field, the production is known to be exponentially suppressed.

B. Particle Production at Bubble Nucleation

We can use the above results for the homogeneous case to estimate the particle production rate from the
process of bubble nucleation. A first order phase transition commences with bubbles of true vacuum nucleating
spontaneously with a critical radius Rc. The nucleation rate as well as field profile inside the nucleated bubble
are determined by the bounce action. We will work in the thin wall approximation (applicable when the
di↵erence in energy between the true and false minima is smaller than the height of the barrier separating the
two), for which the field inside the bubble is in the true vacuum immediately following nucleation, separated

Consider a nucleated bubble with critical radius in the thin-wall approximation. 

3 Formalism: Particle Production Calculation

In this section, we describe the formalism for calculating particle production from the dynamics of
the background field during a FOPT. The transition consists of three stages: bubble nucleation,
expansion, and collision, all of which contribute to particle production, see [53] for detailed discus-
sions. Although the contributions from the former two stages are subdominant for the production
of heavy particles, we will discuss them here briefly for completion.

3.1 Bubble Nucleation

In the thin-wall limit (where the thickness of bubble walls separating the true and false vacua
is significantly smaller than the size of the nucleated bubble, lw0 ⌧ R0), the dynamics of the
background field within the bubble can be assumed to be homogeneous, and the number density
of a particle species Y produced within the bubble during the nucleation process can be estimated
as [53]

nY ⇡
gY
4⇡5

l�3

w

✓
R0

R⇤

◆3

I (lw0mY )e
�mY /(�Y v�) , (6)

where gY is the number of degrees of freedom in field Y , �Y is the coupling between the background
field and Y , and the dimensionless integral factor I(a) is

I(a) ⌘

Z 1

0

dx x2 ⇥

sinh2
h
1

4

⇣p
a2 + x2 � x

⌘i

sinh
⇣
1

2

p
a2 + x2

⌘
sinh

⇣
1

2
x
⌘ (bosons)

I(a) ⌘

Z 1

0

dx x2 ⇥

cosh
⇣
1

2
a
⌘
� cosh

h
1

2

⇣p
a2 + x2 � x

⌘i

2 sinh
⇣
1

2

p
a2 + x2

⌘
sinh

⇣
1

2
x
⌘ (fermions) (7)

The dilution factor
⇣
R0
R⇤

⌘3

in Eq. 6 accounts for the fact that the particles produced within

the nucleated bubbles eventually di↵use out over the entire volume of the expanded bubble. Since
R0 � R⇤ (recall that R0 ⇠ v�1

� whereas R⇤ ⇠ H�1), this contribution from bubble nucleation
is generally negligible compared to the contribution from subsequent bubble evolution calculated
below. Furthermore, note the exponential suppression factor e�mY /(�Y v�): particle Y obtains a
contribution to its mass �mY = �Y v� from the phase transition; if this is smaller than the bare
massmY , the field Y is e↵ectively insensitive to the changing background, hence particle production
gets shut o↵ exponentially. Thus, the production of ultraheavy DM m� � ��v� during bubble
nucleation will be exponentially suppressed.

For a thick-walled bubble, spatial inhomogeneities within the bubble are expected to further
suppress particle production compared to the thin-wall case.

3.2 Bubble Expansion

A bubble wall propagating at constant velocity does not produce any particles (for a rigorous
derivation, see [53]): one can simply boost to its rest frame, where the configuration is static, hence
no particle production can take place. However, in the configurations of interest to us for ultraheavy
DM production, bubble walls achieve runaway behavior: they gain the latent energy released from
the phase transition and accelerate to larger boost factors as they propagate outwards. Particle

9

• Negligible effect due to volume dilution

• No access to energies >> inverse wall thickness
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opposite direction). In this case, the KG from Eq. (2) becomes

✓
� @2

@t2
+

@2

@x2

◆
 (t, x) =

m2
 

4

✓
1� tanh

✓
vwt� x

lw

◆◆2

 (t, x) . (12)

Since the mass term now depends on both t and x, it is not possible to separate this equation into independent
mode equations in the (x, t) basis as in the homogeneous case (Eq. 3). One can nevertheless perform a change
of coordinates that allows for such decomposition, enabling us to analytically compute particle production
using the standard Bogoliubov transformation approach as above: start with an initial state where all negative
frequency modes are occupied, decompose the KG equation mode by mode in the appropriate basis, compute
the mixing of modes induced by the phase transition, and look at nonzero coe�cients of positive frequency
modes in the final state as a signal of particle production across the process. This calculation is presented in
detail in Appendix A, and gives the following result: the condition for particle production out of vacuum is

p22(v
4
w � 1) > m2

 (1� v2w) . (13)

Here p2 is a conjugate momentum in the new coordinates (see Appendix A for details). We see that this condition
cannot be satisfied for any real values of p2, m if vw < 1. This leads us to the intriguing conclusion that a
single bubble wall that propagates below the speed of light cannot excite particles (positive frequency modes)
starting with an initial vacuum state (negative frequency modes). While it is instructive to go through the
proper calculation (Appendix A), this result should also be obvious from intuition: for a bubble wall traveling
at speed vw < 1, one can always perform a Lorentz boost to the rest frame of the wall; in this frame, the
configuration is perfectly static, hence no particle excitations can occur.
However, this result only holds for a single propagating wall. A realistic bubble at a FOPT consists of an

expanding spherical wall, i.e., walls moving relative to each other. In this configuration, there is no reference
frame where the scalar field configuration is completely static. Therefore, particle production could be possi-
ble in such cases. However, realistic configurations consisting of expanding and colliding bubbles are far too
complicated to be solved with the Bologoliubov transformation approach as the above simpler cases. Instead,
a modified numerical approach – analogous to the approach used to compute gravitational wave emission from
such configurations – becomes necessary to solve such systems. This will be the subject of the next section.

III. EXPANDING AND COLLIDING BUBBLES

FOPTs consist of true vacuum bubbles that expand and collide, resulting in local excitations of the background
field that create scalar waves that propagate out from the collision points. Depending on the details of the scalar
potential, the collisions can be elastic or inelastic (see discussions in [69, 72–74, 89]).

• Elastic collisions correspond to two colliding bubble walls reflecting o↵ each other, re-establishing the false
vacuum in the region in between. This is followed by multiple repeated collisions and reflections until the true
vacuum is eventually realized.

• Inelastic collisions refer to the realization of true vacuum upon bubble collision, with the energy in the
bubble walls getting converted to scalar field oscillations.
In both cases, the scalar field at the point of collision gets excited to a field value away from the minima, re-

sulting in oscillations around the corresponding minimum: true (false) minimum for inelastic (elastic) collisions.
This dynamics of the background field – consisting of propagating walls, bubble collisions, and post-collision
scalar field oscillations – can give rise to particle production. This section summarizes the formalism needed
to calculate particle production from such dynamics and examines simple as well as realistic bubble collision
scenarios to provide insight into the underlying physics of the process.

A. Formalism

This subsection briefly summarizes the formalism for calculating particle production from FOPTs, as intro-
duced in [72] and further developed in [69, 73, 74]. The approach consists of taking the Fourier transform of the

A PROPER CALCULATION: SINGLE PROPAGATING BUBBLE WALL
Consider a particle that becomes massive through the phase transition 

Klein Gordon equation

Mass term changes over both space and time; cannot perform a mode decomposition and 
solve for Bogoliubov coefficients analytically
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Appendix A: Particle Production from a Single Propagating Bubble Wall

The goal of this appendix is to understand particle production using the standard Bogoliubov transformation
approach for a scalar  that follows the Klein Gordon equation from Eq. 12:

✓
� @2

@t2
+

@2

@x2

◆
 (t, x) =

m2
 

4

✓
1� tanh

✓
vwt� x

lw

◆◆2

 (t, x) . (A1)

If the field  is in its vacuum state in the false vacuum, it can be written as a collection of harmonic oscillators
with negative frequencies ⇠

R dpp
2E

e�i!t+ipx, where ! is determined via the standard dispersion relation w2 =

p2 +m2. Following the standard approach of Bogoliubov transformations, our goal is to expand the late time
asymptotic solution  (vt > x) in terms of its mode functions  p, expressing the mode functions in the form

 p ⇠ 1p
2E

(↵p e
�i!t + �p e

i!t) (A2)

The positive frequency modes can be interpreted as particles, with the number density of particles produced
(with momentum p) given by the square of the Bogoliubov coe�cient in the above expansion, np = |�p|2.
To obtain this solution, note that the mass term in Eq.A1 depends on both variables t and x. Hence we first

change variables to eliminate this double dependence by switching to the new coordinates (x1, x2) given by

x1 =
1p

1 + v2w
(vwt� x), x2 =

1p
1 + v2w

(t+ vwx) . (A3)

With these new coordinates, we can use the relation

g0µv�(x
0) =

@x⇢

@x0µ
@x�

@x0v
�

g⇢�(x) (A4)

to rewrite the general KG equation

(g↵�@↵@� �m2)� = 0 (A5)

as
✓

1� v2w
1 + v2w

◆✓
� @2

@x2
2

+
@2

@x2
1

◆
� 4vw

1 + v2w

@

@x1

@

@x1

�
�(t, x) = m2

 (x1)�(t, x) , (A6)

where the mass term now only varies along x1:

m2
 (x1) =

m2
 

4

 
1� tanh

 p
1 + v2w x1

lw

!!2

. (A7)

The physics is now invariant under translations along x2, hence its conjugate momentum p2 is a conserved quan-
tity. We can therefore expand the field  in terms of its p2 modes, and solve the modified KG equation Eq.A6
mode-by-mode (note that such momentum decomposition is only justified if the corresponding momentum is
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Appendix A: Particle Production from a Single Propagating Bubble Wall

The goal of this appendix is to understand particle production using the standard Bogoliubov transformation
approach for a scalar  that follows the Klein Gordon equation from Eq. 12:
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If the field  is in its vacuum state in the false vacuum, it can be written as a collection of harmonic oscillators
with negative frequencies ⇠

R dpp
2E

e�i!t+ipx, where ! is determined via the standard dispersion relation w2 =

p2 +m2. Following the standard approach of Bogoliubov transformations, our goal is to expand the late time
asymptotic solution  (vt > x) in terms of its mode functions  p, expressing the mode functions in the form

 p ⇠ 1p
2E

(↵p e
�i!t + �p e

i!t) (A2)

The positive frequency modes can be interpreted as particles, with the number density of particles produced
(with momentum p) given by the square of the Bogoliubov coe�cient in the above expansion, np = |�p|2.
To obtain this solution, note that the mass term in Eq.A1 depends on both variables t and x. Hence we first

change variables to eliminate this double dependence by switching to the new coordinates (x1, x2) given by

x1 =
1p

1 + v2w
(vwt� x), x2 =

1p
1 + v2w

(t+ vwx) . (A3)

With these new coordinates, we can use the relation
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to rewrite the general KG equation
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where the mass term now only varies along x1:
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The physics is now invariant under translations along x2, hence its conjugate momentum p2 is a conserved quan-
tity. We can therefore expand the field  in terms of its p2 modes, and solve the modified KG equation Eq.A6
mode-by-mode (note that such momentum decomposition is only justified if the corresponding momentum is

Resolution: perform change of variables

6

opposite direction). In this case, the KG from Eq. (2) becomes
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Since the mass term now depends on both t and x, it is not possible to separate this equation into independent
mode equations in the (x, t) basis as in the homogeneous case (Eq. 3). One can nevertheless perform a change
of coordinates that allows for such decomposition, enabling us to analytically compute particle production
using the standard Bogoliubov transformation approach as above: start with an initial state where all negative
frequency modes are occupied, decompose the KG equation mode by mode in the appropriate basis, compute
the mixing of modes induced by the phase transition, and look at nonzero coe�cients of positive frequency
modes in the final state as a signal of particle production across the process. This calculation is presented in
detail in Appendix A, and gives the following result: the condition for particle production out of vacuum is

p22(v
4
w � 1) > m2

 (1� v2w) . (13)

Here p2 is a conjugate momentum in the new coordinates (see Appendix A for details). We see that this condition
cannot be satisfied for any real values of p2, m if vw < 1. This leads us to the intriguing conclusion that a
single bubble wall that propagates below the speed of light cannot excite particles (positive frequency modes)
starting with an initial vacuum state (negative frequency modes). While it is instructive to go through the
proper calculation (Appendix A), this result should also be obvious from intuition: for a bubble wall traveling
at speed vw < 1, one can always perform a Lorentz boost to the rest frame of the wall; in this frame, the
configuration is perfectly static, hence no particle excitations can occur.
However, this result only holds for a single propagating wall. A realistic bubble at a FOPT consists of an

expanding spherical wall, i.e., walls moving relative to each other. In this configuration, there is no reference
frame where the scalar field configuration is completely static. Therefore, particle production could be possi-
ble in such cases. However, realistic configurations consisting of expanding and colliding bubbles are far too
complicated to be solved with the Bologoliubov transformation approach as the above simpler cases. Instead,
a modified numerical approach – analogous to the approach used to compute gravitational wave emission from
such configurations – becomes necessary to solve such systems. This will be the subject of the next section.

III. EXPANDING AND COLLIDING BUBBLES

FOPTs consist of true vacuum bubbles that expand and collide, resulting in local excitations of the background
field that create scalar waves that propagate out from the collision points. Depending on the details of the scalar
potential, the collisions can be elastic or inelastic (see discussions in [69, 72–74, 89]).

• Elastic collisions correspond to two colliding bubble walls reflecting o↵ each other, re-establishing the false
vacuum in the region in between. This is followed by multiple repeated collisions and reflections until the true
vacuum is eventually realized.

• Inelastic collisions refer to the realization of true vacuum upon bubble collision, with the energy in the
bubble walls getting converted to scalar field oscillations.
In both cases, the scalar field at the point of collision gets excited to a field value away from the minima, re-

sulting in oscillations around the corresponding minimum: true (false) minimum for inelastic (elastic) collisions.
This dynamics of the background field – consisting of propagating walls, bubble collisions, and post-collision
scalar field oscillations – can give rise to particle production. This section summarizes the formalism needed
to calculate particle production from such dynamics and examines simple as well as realistic bubble collision
scenarios to provide insight into the underlying physics of the process.

A. Formalism

This subsection briefly summarizes the formalism for calculating particle production from FOPTs, as intro-
duced in [72] and further developed in [69, 73, 74]. The approach consists of taking the Fourier transform of the

Condition for particle production out of vacuum:

Cannot be satisfied for v<1!
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• Bubble wall moving at constant velocity in vacuum cannot produce particles (checked with an 
explicit Bogoliubov transformation calculation, but also obvious in rest frame)

• Runaway bubbles accelerate, accelerating system can produce particles! Using the equivalence 
principle, produced particle number density from accelerating bubble walls:

3 Formalism: Particle Production Calculation

In this section, we describe the formalism for calculating particle production from the dynamics of
the background field during a FOPT. The transition consists of three stages: bubble nucleation,
expansion, and collision, all of which contribute to particle production, see [53] for detailed discus-
sions. Although the contributions from the former two stages are subdominant for the production
of heavy particles, we will discuss them here briefly for completion.

3.1 Bubble Nucleation

In the thin-wall limit (where the thickness of bubble walls separating the true and false vacua
is significantly smaller than the size of the nucleated bubble, lw0 ⌧ R0), the dynamics of the
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The dilution factor
⇣
R0
R⇤

⌘3

in Eq. 6 accounts for the fact that the particles produced within

the nucleated bubbles eventually di↵use out over the entire volume of the expanded bubble. Since
R0 � R⇤ (recall that R0 ⇠ v�1

� whereas R⇤ ⇠ H�1), this contribution from bubble nucleation
is generally negligible compared to the contribution from subsequent bubble evolution calculated
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DM production, bubble walls achieve runaway behavior: they gain the latent energy released from
the phase transition and accelerate to larger boost factors as they propagate outwards. Particle
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• Can produce particles that are very energetic (in the plasma frame); however

• Since bubble radius is of order (inverse) Hubble, this contribution also tends to 
be subdominant to other stages
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when the bubble nucleates, and instead evolves towards the true minimum and performs oscillations
around it as the bubble expands. This can also be responsible for some particle production (for
related discussions, see [63,75]). Since we are focusing on DM particles that are more massive than
the background scalar field, such oscillations cannot produce any DM particles.
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Particle production from the collision of bubble walls and the subsequent evolution of the back-
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The collision of bubbles was first considered in [76], and particle production from such collisions
was first studied in detail in [50]. Based on the formalism in [50], analytic results were derived
in simplified ideal limits in [38], and recently refined with numerical studies of more realistic se-
tups in [52] and analytic treatment in [53]. Here we provide a brief outline of the formalism; the
interested reader is referred to [38,50,52,53] for greater details.
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background field with mass m2 = p2 — we will henceforth denote these as �⇤

p — and the probability
for each such mode to decay is given by the imaginary part of its Green function.
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III. BUBBLE COLLISION The most energetic stage of the phase transition

Moment of collision: scalar field gets a sharp “kick” to higher field value.
Two qualitatively different possibilities for subsequent evolution:
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Figure 2: Snapshots of the field profile h(z, t) during a bubble collision (t increasing downwards).
LEFT: Bubble collision for the potential with nearly degenerate minima (Figure 1 - Left). RIGHT:
Bubble collision for the potential with very non-degenerate minima (Figure 1 - Right). In both
cases, γw = 102, lw = 15/TEW and TEW = 100 GeV.

can obtain an analytic solution h(z, t) = hTI for the case of a “totally inelastic collision”
(as opposed to the “perfectly elastic collision” described earlier), in which all the energy is
radiated in the form of scalar waves after the bubble collision. For t < 0 (before the collision)
we have

hTI(z, t < 0) = vT +
vT
2

[

Tanh

(

γw
z + t

lw

)

− Tanh

(

γw
z − t

lw

)]

(2.7)

which matches hlw(z, t < 0). In order to obtain hTI(z, t) for t > 0, we note that the field will
not leave the basin of attraction of the broken minimum vT after the collision. We can then
approximate the potential V (h) the field will feel for t > 0 as

V (h) " m2
h

2
(h− vT )

2 =
m2

h

2
δh2 (2.8)

This allows to solve the equation of motion (2.4) explicitly for δhTI(z, t) ≡ hTI(z, t)− vT :

(

∂2
t − ∂2

z

)

δhTI(z, t) = −m2
h δhTI(z, t)

δhTI(z, 0) = hlw(z, 0)− vT = 0 (2.9)

∂t δhTI(z, 0) =
vT γw

lw
[

Cosh
(

γw z
lw

)]2
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PARTICLE PRODUCTION THROUGH THE STAGES

III. BUBBLE COLLISION The most energetic stage of the phase transition

Moment of collision: scalar field gets a sharp “kick” to higher field value.
Two qualitatively different possibilities for subsequent evolution:

Elastic Collision

Bubble walls reflect perfectly (get pulled back again, 
undergo multiple collisions)

Field jumps back to false vacuum
Falkowski+No 1211.5615 [hep-ph]
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PARTICLE PRODUCTION THROUGH THE STAGES

III. BUBBLE COLLISION The most energetic stage of the phase transition

Moment of collision: scalar field gets a sharp “kick” to higher field value.
Two qualitatively different possibilities for subsequent evolution:

Inelastic Collision
Falkowski+No 1211.5615 [hep-ph]
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Bubble collision for the potential with very non-degenerate minima (Figure 1 - Right). In both
cases, γw = 102, lw = 15/TEW and TEW = 100 GeV.
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Bubble walls stick together; energy 
dissipated as scalar waves

Field oscillates around true vacuum
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III. BUBBLE COLLISION The most energetic stage of the phase transition

Watkins+Widrow Nucl.Phys.B 374 (1992)
Konstandin+Servant 1104.4793 [hep-ph]
Falkowski+No 1211.5615 [hep-ph]

In both cases (elastic and inelastic collisions), eventually: 

walls disappear,  scalar field oscillations around the true vacuum, 
which slowly radiates into light quanta that the field couples to

Moment of collision: scalar field gets a sharp “kick” to higher field value.
Two qualitatively different possibilities for subsequent evolution:
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production from such accelerating bubble walls can be estimated by making use of the equivalence
principle: a nonuniformly accelerating bubble wall is equivalent to a wall at rest in a changing
gravitational field, and the familiar calculation of gravitational particle production yields a number
density of produced particles ⇠ y2�R

�3
⇤ [53]. This will also be subdominant to the contribution

from bubble collisions discussed in the next subsection.

For thick-wall bubbles, the scalar field might not be at its true minimum anywhere in the bubble
when the bubble nucleates, and instead evolves towards the true minimum and performs oscillations
around it as the bubble expands. This can also be responsible for some particle production (for
related discussions, see [63,75]). Since we are focusing on DM particles that are more massive than
the background scalar field, such oscillations cannot produce any DM particles.

3.3 Bubble Collision

Particle production from the collision of bubble walls and the subsequent evolution of the back-
ground field is a complicated phenomenon due to the highly inhomogeneous nature of the process.
The collision of bubbles was first considered in [76], and particle production from such collisions
was first studied in detail in [50]. Based on the formalism in [50], analytic results were derived
in simplified ideal limits in [38], and recently refined with numerical studies of more realistic se-
tups in [52] and analytic treatment in [53]. Here we provide a brief outline of the formalism; the
interested reader is referred to [38,50,52,53] for greater details.

The probability of particle production from the dynamics of the field � is given by the imaginary
part of its e↵ective action,

P = 2 Im (�[� ] ), (8)

where �[� ], the e↵ective action, is the generating functional of one-particle irreducible (1PI) Green
functions

�[� ] =
1X

n=2

1

n!

Z
d4x1...d

4xn�
(n)(x1, ..., xn)�(x1)...�(xn). (9)

The leading (n = 2) term su�ces for our purposes (we will briefly discuss higher order terms in the
next section)

Im (�[�]) =
1

2

Z
d4x1d

4x2�(x1)�(x2)

Z
d4p

(2⇡)4
eip(x1�x2)Im(�̃(2)(p2)) , (10)

where �̃(2) is the Fourier transform of �(2).

The Fourier transform of the background field is �̃(p) =
R
d4x�(x)eipx. We assume that the bub-

ble walls are planar and collisions occur in the z�direction, so that �̃(p) = (2⇡)2�(px)�(py)�̃(pz,!).
Using these and the above expressions, the number of particles produced per unit area of colliding
bubble walls can be written as [38, 50]

N

A
= 2

Z
dpz d!

(2⇡)2
|�̃(pz,!)|

2 Im[�̃(2)(!2
� p2z)] . (11)

This formula invites the following interpretation. The classical background field configuration
can be decomposed via a Fourier transform into its momentum modes. Modes of definite four-
momentum p2 = !2

� p2z > 0 are to be interpreted as (o↵-shell) propagating field quanta of the
background field with mass m2 = p2 — we will henceforth denote these as �⇤

p — and the probability
for each such mode to decay is given by the imaginary part of its Green function.
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Probability of particle production: 
imaginary part of the effective action of the background field

Effective action: generating functional of 1PI Green functions

Take leading (n=2) term, take Fourier transform

Assume planar symmetry at collision, plug in Fourier transform of the classical field 
configuration to get particle number density:

Watkins+Widrow Nucl.Phys.B 374 (1992)
Use the effective action formalism:
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into Fourier modes

2 point 1PI Green function.

Imaginary part gives decay probability

Each mode can be interpreted as off-shell field 
quanta with given four-momentum that can decay

CALCULATING PARTICLE PRODUCTION 

BUBBLE COLLISION AND BEYOND

Number of particles produced per unit area of bubble wall collision:
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� p2z > 0 are to be interpreted as (o↵-shell) propagating field quanta of the
background field with mass m2 = p2 — we will henceforth denote these as �⇤

p — and the probability
for each such mode to decay is given by the imaginary part of its Green function.

10
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CALCULATING PARTICLE PRODUCTION 

BUBBLE COLLISION AND BEYOND

Number of particles produced per unit area of bubble wall collision:

Particle production 
efficiency factor 

(encodes details of background 
field configuration)

Rewrite as

Nlw

A
=

8 v2T l2w
γ2
w

∫ ∞

0

dω

∫ ∞

0

dpz
Im
(

Γ̃(2) (ω2 − p2z)
)

(ω2 − p2z)
2

ω2

(

Sinh
[

π lw ω
2 γw

])2 (2.19)

For the opposite case of a totally inelastic collision (h(z, t) = hTI), the Fourier transform
is given by

h̃(pz,ω) = h̃TI(pz,ω) ≡
π lw pz
2 γw

2 vT

Sinh
[

π lw pz
2 γw

]

(

1

ω2 − p2z
− 1

ω2 − p2z −m2
h

)

(2.20)

The relative “−” sign between the two contributions in (2.20) can be easily understood
noticing that in the limit mh → 0 the Fourier transform of hTI(z, t) should give h̃(pz,ω) ∼
δ(ω ± pz). From (2.20), the mean number of particles produced per unit area in the case of
a totally inelastic collision is given by

NTI

A
=

2 v2T l2w
γ2
w

∫ ∞

0

dω

∫ ∞

0

dpz
m4

h Im
(

Γ̃(2) (ω2 − p2z)
)

(ω2 − p2z)
2 (ω2 − p2z −m2

h)
2

p2z
(

Sinh
[

π lw pz
2 γw

])2 (2.21)

The expressions (2.17), (2.19) and (2.21) can be rewritten in a more compact form by
making the change of variables χ = ω2 − p2z, Ψ = ω2 + p2z. After performing the integral in
Ψ, the mean number of particles produced per unit area finally reads

N
A

=
1

2 π2

∫ ∞

0

dχ f(χ) Im
(

Γ̃(2) (χ)
)

(2.22)

The function f(χ) encodes the details of the bubble collision process and quantifies the
efficiency of particle production. For a perfectly elastic collision, in the limit of infinitely
thin bubble walls, we have

f(χ) = f∞(χ) ≡
16 v2T Log

[

2 ( γw
lw
)
2
−χ+2 γw

lw

√

( γw
lw
)
2
−χ

χ

]

χ2
Θ

[

(

γw
lw

)2

− χ

]

(2.23)

For a perfectly elastic collision, and for bubble walls with finite thickness, we have

f(χ) = flw(χ) ≡
2 π2 l2w v2T

γ2
w

1

χ2

∫ ∞

χ

dΨ
Ψ+ χ

√

Ψ2 − χ2

1
(

Sinh
[

π lw
√
Ψ+χ

2
√
2 γw

])2 (2.24)

Finally, for a totally inelastic collision, we have

f(χ) = fTI(χ) ≡
π2 l2w v2T
2 γ2

w

m4
h

χ2 (χ−m2
h)

2

∫ ∞

χ

dΨ
Ψ− χ

√

Ψ2 − χ2

1
(

Sinh
[

π lw
√
Ψ−χ

2
√
2 γw

])2 (2.25)
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With                    
(four-momentum, effective mass 

of the excitation)

production from such accelerating bubble walls can be estimated by making use of the equivalence
principle: a nonuniformly accelerating bubble wall is equivalent to a wall at rest in a changing
gravitational field, and the familiar calculation of gravitational particle production yields a number
density of produced particles ⇠ y2�R

�3
⇤ [53]. This will also be subdominant to the contribution

from bubble collisions discussed in the next subsection.

For thick-wall bubbles, the scalar field might not be at its true minimum anywhere in the bubble
when the bubble nucleates, and instead evolves towards the true minimum and performs oscillations
around it as the bubble expands. This can also be responsible for some particle production (for
related discussions, see [63,75]). Since we are focusing on DM particles that are more massive than
the background scalar field, such oscillations cannot produce any DM particles.

3.3 Bubble Collision

Particle production from the collision of bubble walls and the subsequent evolution of the back-
ground field is a complicated phenomenon due to the highly inhomogeneous nature of the process.
The collision of bubbles was first considered in [76], and particle production from such collisions
was first studied in detail in [50]. Based on the formalism in [50], analytic results were derived
in simplified ideal limits in [38], and recently refined with numerical studies of more realistic se-
tups in [52] and analytic treatment in [53]. Here we provide a brief outline of the formalism; the
interested reader is referred to [38,50,52,53] for greater details.

The probability of particle production from the dynamics of the field � is given by the imaginary
part of its e↵ective action,

P = 2 Im (�[� ] ), (8)

where �[� ], the e↵ective action, is the generating functional of one-particle irreducible (1PI) Green
functions

�[� ] =
1X

n=2

1

n!

Z
d4x1...d

4xn�
(n)(x1, ..., xn)�(x1)...�(xn). (9)

The leading (n = 2) term su�ces for our purposes (we will briefly discuss higher order terms in the
next section)

Im (�[�]) =
1

2

Z
d4x1d

4x2�(x1)�(x2)

Z
d4p

(2⇡)4
eip(x1�x2)Im(�̃(2)(p2)) , (10)

where �̃(2) is the Fourier transform of �(2).

The Fourier transform of the background field is �̃(p) =
R
d4x�(x)eipx. We assume that the bub-

ble walls are planar and collisions occur in the z�direction, so that �̃(p) = (2⇡)2�(px)�(py)�̃(pz,!).
Using these and the above expressions, the number of particles produced per unit area of colliding
bubble walls can be written as [38, 50]

N

A
= 2

Z
dpz d!

(2⇡)2
|�̃(pz,!)|

2 Im[�̃(2)(!2
� p2z)] . (11)

This formula invites the following interpretation. The classical background field configuration
can be decomposed via a Fourier transform into its momentum modes. Modes of definite four-
momentum p2 = !2

� p2z > 0 are to be interpreted as (o↵-shell) propagating field quanta of the
background field with mass m2 = p2 — we will henceforth denote these as �⇤

p — and the probability
for each such mode to decay is given by the imaginary part of its Green function.
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Nlw

A
=

8 v2T l2w
γ2
w

∫ ∞

0

dω

∫ ∞

0

dpz
Im
(

Γ̃(2) (ω2 − p2z)
)

(ω2 − p2z)
2

ω2

(

Sinh
[

π lw ω
2 γw

])2 (2.19)

For the opposite case of a totally inelastic collision (h(z, t) = hTI), the Fourier transform
is given by

h̃(pz,ω) = h̃TI(pz,ω) ≡
π lw pz
2 γw

2 vT

Sinh
[

π lw pz
2 γw

]

(

1

ω2 − p2z
− 1

ω2 − p2z −m2
h

)

(2.20)

The relative “−” sign between the two contributions in (2.20) can be easily understood
noticing that in the limit mh → 0 the Fourier transform of hTI(z, t) should give h̃(pz,ω) ∼
δ(ω ± pz). From (2.20), the mean number of particles produced per unit area in the case of
a totally inelastic collision is given by

NTI

A
=

2 v2T l2w
γ2
w

∫ ∞

0

dω

∫ ∞

0

dpz
m4

h Im
(

Γ̃(2) (ω2 − p2z)
)

(ω2 − p2z)
2 (ω2 − p2z −m2

h)
2

p2z
(

Sinh
[

π lw pz
2 γw

])2 (2.21)

The expressions (2.17), (2.19) and (2.21) can be rewritten in a more compact form by
making the change of variables χ = ω2 − p2z, Ψ = ω2 + p2z. After performing the integral in
Ψ, the mean number of particles produced per unit area finally reads

N
A

=
1

2 π2

∫ ∞

0

dχ f(χ) Im
(

Γ̃(2) (χ)
)

(2.22)

The function f(χ) encodes the details of the bubble collision process and quantifies the
efficiency of particle production. For a perfectly elastic collision, in the limit of infinitely
thin bubble walls, we have

f(χ) = f∞(χ) ≡
16 v2T Log

[

2 ( γw
lw
)
2
−χ+2 γw

lw

√

( γw
lw
)
2
−χ

χ

]

χ2
Θ

[

(

γw
lw

)2

− χ

]

(2.23)

For a perfectly elastic collision, and for bubble walls with finite thickness, we have

f(χ) = flw(χ) ≡
2 π2 l2w v2T

γ2
w

1

χ2

∫ ∞

χ

dΨ
Ψ+ χ

√

Ψ2 − χ2

1
(

Sinh
[

π lw
√
Ψ+χ

2
√
2 γw

])2 (2.24)

Finally, for a totally inelastic collision, we have

f(χ) = fTI(χ) ≡
π2 l2w v2T
2 γ2

w

m4
h

χ2 (χ−m2
h)

2

∫ ∞

χ

dΨ
Ψ− χ

√

Ψ2 − χ2

1
(

Sinh
[

π lw
√
Ψ−χ

2
√
2 γw

])2 (2.25)
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In Figure 3 we compare the efficiency f(χ) for the various cases (2.23), (2.24) and (2.25).
Notice that fTI(χ) diverges as χ → m2

h. This divergence is artificial, due to considering
h(z, t) over infinite time and space, and should be cut-off since our solution is not valid
over distances larger than the bubble radius RB. Implementing this cut-off can be well
approximated by replacing in (2.24)

(

χ−m2
h

)2 →
(

χ−m2
h

)2
+ (m6

h l
2
w)/γ

2
w. (2.26)
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Figure 3: Particle production efficiency f(χ ≡ ω2 − p2z) for γw = 102 (LEFT) and γw = 103

(RIGHT), lw = 15/TEW and TEW = 100 GeV, in the case of a perfectly elastic collision with
infinitely thin bubble walls (2.23) (solid red) and with a finite bubble wall thickness (2.24) (dashed-
black), and in the case of a totally inelastic collision (2.25) (solid blue) with mh = 125 GeV. The
χ-axis is displayed in units of (100 GeV)2.

Defining χmin as the minimum value of χ for which particle production is possible (cor-
responding to the squared sum of the masses Mα of the particles being produced), we im-
mediately see from Figure 3 that for a totally inelastic collision, production of light particles
(χmin < m2

h) may be very efficient, while production of heavy particles (χmin $ m2
h) will

be extremely suppressed. For a perfectly elastic collision, however, the production of heavy
particles may be relatively efficient (we will comment further on this point at the end of
section 3). For the study of the efficiency of particle production in varios different scenar-
ios in the next sections, we will use (2.23) for the case of an elastic collision, while for the
case of a very inelastic one it is possible to show that (2.25) (together with (2.26)) can be
approximated as

fTI(χ) % 4 v2T m4
h

Log

[

2 ( γw
lw
)
2
+χ+2 γw

lw

√

( γw
lw
)
2
+χ

χ

]

χ2
[

(χ−m2
h)

2 +m6
h
l2w
γ2
w

] . (2.27)

Let us now turn to the evaluation of the imaginary part of the 2-point 1PI Green func-
tion’s Fourier transform Γ̃(2) (χ ≡ ω2 − p2z). Through the optical theorem, we can write:
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Nlw

A
=

8 v2T l2w
γ2
w

∫ ∞

0

dω

∫ ∞

0

dpz
Im
(

Γ̃(2) (ω2 − p2z)
)

(ω2 − p2z)
2

ω2

(

Sinh
[

π lw ω
2 γw

])2 (2.19)

For the opposite case of a totally inelastic collision (h(z, t) = hTI), the Fourier transform
is given by

h̃(pz,ω) = h̃TI(pz,ω) ≡
π lw pz
2 γw

2 vT

Sinh
[

π lw pz
2 γw

]

(

1

ω2 − p2z
− 1

ω2 − p2z −m2
h

)

(2.20)

The relative “−” sign between the two contributions in (2.20) can be easily understood
noticing that in the limit mh → 0 the Fourier transform of hTI(z, t) should give h̃(pz,ω) ∼
δ(ω ± pz). From (2.20), the mean number of particles produced per unit area in the case of
a totally inelastic collision is given by

NTI

A
=

2 v2T l2w
γ2
w

∫ ∞

0

dω

∫ ∞

0

dpz
m4

h Im
(

Γ̃(2) (ω2 − p2z)
)

(ω2 − p2z)
2 (ω2 − p2z −m2

h)
2

p2z
(

Sinh
[

π lw pz
2 γw

])2 (2.21)

The expressions (2.17), (2.19) and (2.21) can be rewritten in a more compact form by
making the change of variables χ = ω2 − p2z, Ψ = ω2 + p2z. After performing the integral in
Ψ, the mean number of particles produced per unit area finally reads

N
A

=
1

2 π2

∫ ∞

0

dχ f(χ) Im
(

Γ̃(2) (χ)
)

(2.22)

The function f(χ) encodes the details of the bubble collision process and quantifies the
efficiency of particle production. For a perfectly elastic collision, in the limit of infinitely
thin bubble walls, we have

f(χ) = f∞(χ) ≡
16 v2T Log

[

2 ( γw
lw
)
2
−χ+2 γw

lw

√

( γw
lw
)
2
−χ

χ

]

χ2
Θ

[

(

γw
lw

)2

− χ

]

(2.23)

For a perfectly elastic collision, and for bubble walls with finite thickness, we have

f(χ) = flw(χ) ≡
2 π2 l2w v2T

γ2
w

1

χ2

∫ ∞

χ

dΨ
Ψ+ χ

√

Ψ2 − χ2

1
(

Sinh
[

π lw
√
Ψ+χ

2
√
2 γw

])2 (2.24)

Finally, for a totally inelastic collision, we have

f(χ) = fTI(χ) ≡
π2 l2w v2T
2 γ2

w

m4
h

χ2 (χ−m2
h)

2

∫ ∞

χ

dΨ
Ψ− χ

√

Ψ2 − χ2

1
(

Sinh
[

π lw
√
Ψ−χ

2
√
2 γw

])2 (2.25)
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In Figure 3 we compare the efficiency f(χ) for the various cases (2.23), (2.24) and (2.25).
Notice that fTI(χ) diverges as χ → m2

h. This divergence is artificial, due to considering
h(z, t) over infinite time and space, and should be cut-off since our solution is not valid
over distances larger than the bubble radius RB. Implementing this cut-off can be well
approximated by replacing in (2.24)

(

χ−m2
h

)2 →
(

χ−m2
h

)2
+ (m6

h l
2
w)/γ

2
w. (2.26)
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Figure 3: Particle production efficiency f(χ ≡ ω2 − p2z) for γw = 102 (LEFT) and γw = 103

(RIGHT), lw = 15/TEW and TEW = 100 GeV, in the case of a perfectly elastic collision with
infinitely thin bubble walls (2.23) (solid red) and with a finite bubble wall thickness (2.24) (dashed-
black), and in the case of a totally inelastic collision (2.25) (solid blue) with mh = 125 GeV. The
χ-axis is displayed in units of (100 GeV)2.

Defining χmin as the minimum value of χ for which particle production is possible (cor-
responding to the squared sum of the masses Mα of the particles being produced), we im-
mediately see from Figure 3 that for a totally inelastic collision, production of light particles
(χmin < m2

h) may be very efficient, while production of heavy particles (χmin $ m2
h) will

be extremely suppressed. For a perfectly elastic collision, however, the production of heavy
particles may be relatively efficient (we will comment further on this point at the end of
section 3). For the study of the efficiency of particle production in varios different scenar-
ios in the next sections, we will use (2.23) for the case of an elastic collision, while for the
case of a very inelastic one it is possible to show that (2.25) (together with (2.26)) can be
approximated as

fTI(χ) % 4 v2T m4
h

Log

[

2 ( γw
lw
)
2
+χ+2 γw

lw

√

( γw
lw
)
2
+χ

χ

]

χ2
[

(χ−m2
h)

2 +m6
h
l2w
γ2
w

] . (2.27)

Let us now turn to the evaluation of the imaginary part of the 2-point 1PI Green func-
tion’s Fourier transform Γ̃(2) (χ ≡ ω2 − p2z). Through the optical theorem, we can write:
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MORE REALISTIC CASES, NUMERICALLY
Result: field configuration both before and after collision

Green: true vacuum,        blue: false vacuum

MANSOUR, SHAKYA, 2308.13070

Elastic collision Inelastic collision
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REALISTIC CASES, NUMERICALLY
Fourier transform of field configuration

Elastic Inelastic

Mainly clustered around two regions

MANSOUR, SHAKYA, 2308.13070
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RESULTS: EFFICIENCY FACTOR
Elastic collisions

Different curves denote different shapes of the potential

In Figure 3 we compare the efficiency f(χ) for the various cases (2.23), (2.24) and (2.25).
Notice that fTI(χ) diverges as χ → m2

h. This divergence is artificial, due to considering
h(z, t) over infinite time and space, and should be cut-off since our solution is not valid
over distances larger than the bubble radius RB. Implementing this cut-off can be well
approximated by replacing in (2.24)

(

χ−m2
h

)2 →
(

χ−m2
h

)2
+ (m6

h l
2
w)/γ

2
w. (2.26)
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Figure 3: Particle production efficiency f(χ ≡ ω2 − p2z) for γw = 102 (LEFT) and γw = 103

(RIGHT), lw = 15/TEW and TEW = 100 GeV, in the case of a perfectly elastic collision with
infinitely thin bubble walls (2.23) (solid red) and with a finite bubble wall thickness (2.24) (dashed-
black), and in the case of a totally inelastic collision (2.25) (solid blue) with mh = 125 GeV. The
χ-axis is displayed in units of (100 GeV)2.

Defining χmin as the minimum value of χ for which particle production is possible (cor-
responding to the squared sum of the masses Mα of the particles being produced), we im-
mediately see from Figure 3 that for a totally inelastic collision, production of light particles
(χmin < m2

h) may be very efficient, while production of heavy particles (χmin $ m2
h) will

be extremely suppressed. For a perfectly elastic collision, however, the production of heavy
particles may be relatively efficient (we will comment further on this point at the end of
section 3). For the study of the efficiency of particle production in varios different scenar-
ios in the next sections, we will use (2.23) for the case of an elastic collision, while for the
case of a very inelastic one it is possible to show that (2.25) (together with (2.26)) can be
approximated as

fTI(χ) % 4 v2T m4
h

Log

[

2 ( γw
lw
)
2
+χ+2 γw

lw

√

( γw
lw
)
2
+χ

χ

]

χ2
[

(χ−m2
h)

2 +m6
h
l2w
γ2
w

] . (2.27)

Let us now turn to the evaluation of the imaginary part of the 2-point 1PI Green func-
tion’s Fourier transform Γ̃(2) (χ ≡ ω2 − p2z). Through the optical theorem, we can write:
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RESULTS: EFFICIENCY FACTOR
Inelastic collisions

Different curves denote different shapes of the potential

In Figure 3 we compare the efficiency f(χ) for the various cases (2.23), (2.24) and (2.25).
Notice that fTI(χ) diverges as χ → m2

h. This divergence is artificial, due to considering
h(z, t) over infinite time and space, and should be cut-off since our solution is not valid
over distances larger than the bubble radius RB. Implementing this cut-off can be well
approximated by replacing in (2.24)

(

χ−m2
h

)2 →
(

χ−m2
h

)2
+ (m6

h l
2
w)/γ

2
w. (2.26)
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Figure 3: Particle production efficiency f(χ ≡ ω2 − p2z) for γw = 102 (LEFT) and γw = 103

(RIGHT), lw = 15/TEW and TEW = 100 GeV, in the case of a perfectly elastic collision with
infinitely thin bubble walls (2.23) (solid red) and with a finite bubble wall thickness (2.24) (dashed-
black), and in the case of a totally inelastic collision (2.25) (solid blue) with mh = 125 GeV. The
χ-axis is displayed in units of (100 GeV)2.

Defining χmin as the minimum value of χ for which particle production is possible (cor-
responding to the squared sum of the masses Mα of the particles being produced), we im-
mediately see from Figure 3 that for a totally inelastic collision, production of light particles
(χmin < m2

h) may be very efficient, while production of heavy particles (χmin $ m2
h) will

be extremely suppressed. For a perfectly elastic collision, however, the production of heavy
particles may be relatively efficient (we will comment further on this point at the end of
section 3). For the study of the efficiency of particle production in varios different scenar-
ios in the next sections, we will use (2.23) for the case of an elastic collision, while for the
case of a very inelastic one it is possible to show that (2.25) (together with (2.26)) can be
approximated as

fTI(χ) % 4 v2T m4
h

Log

[

2 ( γw
lw
)
2
+χ+2 γw

lw

√

( γw
lw
)
2
+χ

χ

]

χ2
[

(χ−m2
h)

2 +m6
h
l2w
γ2
w

] . (2.27)

Let us now turn to the evaluation of the imaginary part of the 2-point 1PI Green func-
tion’s Fourier transform Γ̃(2) (χ ≡ ω2 − p2z). Through the optical theorem, we can write:
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Following a change of variables, the above formula can be simplified and expressed in terms of
the four-momentum of the background field excitations as [38]
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dp2 f(p2) Im[�̃(2)(p2)]. (12)

Here f(p2) encapsulates the details and nature of the collisions as contained in the Fourier de-
composition of the background field configuration, representing the e�ciency factor for particle
production at a given energy scale p. The integral has a lower limit pmin = 2m (for pair produc-
tion), set by the mass of the particle species being produced, or the inverse size of the bubble,
(2R⇤)�1 (at lower momenta, the existence of multiple bubbles needs to be taken into account),
whichever is greater. The upper cuto↵ is provided by pmax = 2/lw = 2�w/lw0, the energy in the
two colliding bubble walls, which represents the maximum energy available in the process. The
particles produced on the bubble wall collision surface (Eq. 12) will di↵use out over the volume
occupied by the bubble, so that the final number density of particles per unit volume is

n =
3

4⇡2R⇤

Z p2max

p2min

dp2 f(p2) Im[�̃(2)(p2)]. (13)

Similarly, the energy density in particles per unit area is

E

A
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1

2⇡2

Z p2max

p2min

dp2 p f(p2) Im[�̃(2)(p2)]. (14)

The wall collisions can be broadly classified as elastic (where the bubble walls bounce back after
collision, restoring the false vacuum in between) or inelastic (where the walls completely dissipate
their energy into scalar oscillations, and the true vacuum is established everywhere immediately
following the collision). From numerical studies of realistic bubble collision processes, the e�ciency
factor in the two cases can be parametrized as [52]
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Here mt, mf are the scalar masses in the true and false vacua respectively. Lp = min(R⇤,�
�1

� ),
where �� is the decay rate of the scalar as it performs oscillations around its true or false minimum
and R⇤ is the typical bubble size at collision, provides a measure of the extent to which scalar
oscillations propagate in spacetime. Finally, fPE is the e�ciency factor for a perfectly elastic
collision, derived analytically in [38]

fPE(p
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16v2�
p4

Log

"
2(1/lw)2 � p2 + 2(1/lw)

p
(1/lw)2 � p2

p2

#
. (17)

Recall that lw = lw0/�w is the Lorentz-contracted bubble wall thickness.

Note that Eq. 15 and 16 contain two distinct contributions: an approximately power law com-
ponent fPE ⇠ p�4, originating from the nontrivial dynamics of the background field when the
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where �� is the decay rate of the scalar as it performs oscillations around its true or false minimum
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production from such accelerating bubble walls can be estimated by making use of the equivalence
principle: a nonuniformly accelerating bubble wall is equivalent to a wall at rest in a changing
gravitational field, and the familiar calculation of gravitational particle production yields a number
density of produced particles ⇠ y2�R

�3
⇤ [53]. This will also be subdominant to the contribution

from bubble collisions discussed in the next subsection.

For thick-wall bubbles, the scalar field might not be at its true minimum anywhere in the bubble
when the bubble nucleates, and instead evolves towards the true minimum and performs oscillations
around it as the bubble expands. This can also be responsible for some particle production (for
related discussions, see [63,75]). Since we are focusing on DM particles that are more massive than
the background scalar field, such oscillations cannot produce any DM particles.

3.3 Bubble Collision

Particle production from the collision of bubble walls and the subsequent evolution of the back-
ground field is a complicated phenomenon due to the highly inhomogeneous nature of the process.
The collision of bubbles was first considered in [76], and particle production from such collisions
was first studied in detail in [50]. Based on the formalism in [50], analytic results were derived
in simplified ideal limits in [38], and recently refined with numerical studies of more realistic se-
tups in [52] and analytic treatment in [53]. Here we provide a brief outline of the formalism; the
interested reader is referred to [38,50,52,53] for greater details.

The probability of particle production from the dynamics of the field � is given by the imaginary
part of its e↵ective action,

P = 2 Im (�[� ] ), (8)

where �[� ], the e↵ective action, is the generating functional of one-particle irreducible (1PI) Green
functions

�[� ] =
1X

n=2

1

n!

Z
d4x1...d

4xn�
(n)(x1, ..., xn)�(x1)...�(xn). (9)

The leading (n = 2) term su�ces for our purposes (we will briefly discuss higher order terms in the
next section)

Im (�[�]) =
1

2

Z
d4x1d

4x2�(x1)�(x2)

Z
d4p

(2⇡)4
eip(x1�x2)Im(�̃(2)(p2)) , (10)

where �̃(2) is the Fourier transform of �(2).

The Fourier transform of the background field is �̃(p) =
R
d4x�(x)eipx. We assume that the bub-

ble walls are planar and collisions occur in the z�direction, so that �̃(p) = (2⇡)2�(px)�(py)�̃(pz,!).
Using these and the above expressions, the number of particles produced per unit area of colliding
bubble walls can be written as [38, 50]

N

A
= 2

Z
dpz d!

(2⇡)2
|�̃(pz,!)|

2 Im[�̃(2)(!2
� p2z)] . (11)

This formula invites the following interpretation. The classical background field configuration
can be decomposed via a Fourier transform into its momentum modes. Modes of definite four-
momentum p2 = !2

� p2z > 0 are to be interpreted as (o↵-shell) propagating field quanta of the
background field with mass m2 = p2 — we will henceforth denote these as �⇤

p — and the probability
for each such mode to decay is given by the imaginary part of its Green function.

10
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bubbles collide, and an approximately Gaussian peak centered around the mass of the scalar in the
relevant vacuum, coming from the oscillation of the scalar field around its relevant minimum after
the collision. Since we assume that the DM particle is heavier than the scalar, m� > mt,mf , the
oscillations do not contribute to DM production, and we can ignore the latter component. DM is
thus produced solely via f(p2) = fPE for both elastic and inelastic collisions.

3.4 Particle Physics Aspects

In the formalism above, in Eqs. 13, 14, the e�ciency factor f(p2) encodes information about the
spacetime dynamics of the background field. The particle physics information is encoded in the
2-point 1PI Green function �(2), to which we now turn our attention.

Using the Optical Theorem, the imaginary part of the 2-point 1PI Green function is given by
the sum [38,50]

Im[�̃(2)(p2)] =
1

2

X

k

Z
d⇧k|M̄(�⇤

p ! k)|2 (18)

Here the sum runs over all possible final states k that can be produced from the background field
excitations �⇤

p, |M̄(�⇤
p ! k)|2 is the spin-averaged squared amplitude for the decay of �⇤

p into the
given final state k, and d⇧k denotes the relativistically invariant n-body phase space element.

Note that the imaginary part of the 2PI Green function is an inclusive quantity that necessitates
summing over all possible states k that can contribute. To calculate the overall decay probability
of the background field, we therefore need to calculate |M̄(�⇤

p ! k)|2 for all particle combinations
that are allowed in the setup. However, to calculate the decay probability into a given final state
(such as the DM particle), it is su�cient to perform the calculation solely for this channel, and the
full sum is not required provided the full decay probability remains smaller than 1, i.e. that there
are no channels that are so strong that particle production backreacts on the system.

The scalar � particles themselves can be produced through the background field excitations,

via the quartic term
��

4!
�4 in the scalar potential; this gives rise to �⇤

p ! �� (with a single vev
insertion) and �⇤

p ! 3� decay processes. These lead to

Im[�̃(2)(p2)]�⇤
p!�� =

�2

� v
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8⇡
(1� 4m2
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and
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p!3� =

�2
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2

3072⇡3
(1� 9m2

�/p
2)⇥(p� 3m�) (20)

Note that the three-body process is suppressed relative to the two-body process by a loop factor
due to an additional particle in the final state, but is proportional to p2 rather than v2�, hence

can become more important at higher p2 as it can be realized even in the v� ! 0 limit where the
symmetry is unbroken.

For scalar DM, which couples as �s
4
�2�2

s, the formulae for two- and three-body decays �⇤
p ! �s�s

and �⇤
p ! ��s�s are analogous to Eqs. 19, 20, with �� ! �s, 3072 ! 1024 due to modified symmetry

factors, and appropriate modifications of the final state masses in the phase space factors and step
functions.

For fermion DM, the relevant expression is

Im[�̃(2)(p2)]�⇤
p!�f �̄f

=
y2f
8⇡

p2(1� 4m2

�f
/p2)3/2⇥(p2 � 4m2

�f
) . (21)
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bubbles collide, and an approximately Gaussian peak centered around the mass of the scalar in the
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/p2)3/2⇥(p2 � 4m2

�f
) . (21)
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bubbles collide, and an approximately Gaussian peak centered around the mass of the scalar in the
relevant vacuum, coming from the oscillation of the scalar field around its relevant minimum after
the collision. Since we assume that the DM particle is heavier than the scalar, m� > mt,mf , the
oscillations do not contribute to DM production, and we can ignore the latter component. DM is
thus produced solely via f(p2) = fPE for both elastic and inelastic collisions.

3.4 Particle Physics Aspects

In the formalism above, in Eqs. 13, 14, the e�ciency factor f(p2) encodes information about the
spacetime dynamics of the background field. The particle physics information is encoded in the
2-point 1PI Green function �(2), to which we now turn our attention.

Using the Optical Theorem, the imaginary part of the 2-point 1PI Green function is given by
the sum [38,50]

Im[�̃(2)(p2)] =
1

2

X

k

Z
d⇧k|M̄(�⇤

p ! k)|2 (18)

Here the sum runs over all possible final states k that can be produced from the background field
excitations �⇤

p, |M̄(�⇤
p ! k)|2 is the spin-averaged squared amplitude for the decay of �⇤

p into the
given final state k, and d⇧k denotes the relativistically invariant n-body phase space element.

Note that the imaginary part of the 2PI Green function is an inclusive quantity that necessitates
summing over all possible states k that can contribute. To calculate the overall decay probability
of the background field, we therefore need to calculate |M̄(�⇤

p ! k)|2 for all particle combinations
that are allowed in the setup. However, to calculate the decay probability into a given final state
(such as the DM particle), it is su�cient to perform the calculation solely for this channel, and the
full sum is not required provided the full decay probability remains smaller than 1, i.e. that there
are no channels that are so strong that particle production backreacts on the system.

The scalar � particles themselves can be produced through the background field excitations,

via the quartic term
��

4!
�4 in the scalar potential; this gives rise to �⇤

p ! �� (with a single vev
insertion) and �⇤

p ! 3� decay processes. These lead to
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� p
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(1� 9m2

�/p
2)⇥(p� 3m�) (20)

Note that the three-body process is suppressed relative to the two-body process by a loop factor
due to an additional particle in the final state, but is proportional to p2 rather than v2�, hence

can become more important at higher p2 as it can be realized even in the v� ! 0 limit where the
symmetry is unbroken.

For scalar DM, which couples as �s
4
�2�2

s, the formulae for two- and three-body decays �⇤
p ! �s�s

and �⇤
p ! ��s�s are analogous to Eqs. 19, 20, with �� ! �s, 3072 ! 1024 due to modified symmetry

factors, and appropriate modifications of the final state masses in the phase space factors and step
functions.

For fermion DM, the relevant expression is
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/p2)3/2⇥(p2 � 4m2

�f
) . (21)
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bubbles collide, and an approximately Gaussian peak centered around the mass of the scalar in the
relevant vacuum, coming from the oscillation of the scalar field around its relevant minimum after
the collision. Since we assume that the DM particle is heavier than the scalar, m� > mt,mf , the
oscillations do not contribute to DM production, and we can ignore the latter component. DM is
thus produced solely via f(p2) = fPE for both elastic and inelastic collisions.

3.4 Particle Physics Aspects

In the formalism above, in Eqs. 13, 14, the e�ciency factor f(p2) encodes information about the
spacetime dynamics of the background field. The particle physics information is encoded in the
2-point 1PI Green function �(2), to which we now turn our attention.

Using the Optical Theorem, the imaginary part of the 2-point 1PI Green function is given by
the sum [38,50]

Im[�̃(2)(p2)] =
1

2

X

k

Z
d⇧k|M̄(�⇤

p ! k)|2 (18)

Here the sum runs over all possible final states k that can be produced from the background field
excitations �⇤

p, |M̄(�⇤
p ! k)|2 is the spin-averaged squared amplitude for the decay of �⇤

p into the
given final state k, and d⇧k denotes the relativistically invariant n-body phase space element.

Note that the imaginary part of the 2PI Green function is an inclusive quantity that necessitates
summing over all possible states k that can contribute. To calculate the overall decay probability
of the background field, we therefore need to calculate |M̄(�⇤

p ! k)|2 for all particle combinations
that are allowed in the setup. However, to calculate the decay probability into a given final state
(such as the DM particle), it is su�cient to perform the calculation solely for this channel, and the
full sum is not required provided the full decay probability remains smaller than 1, i.e. that there
are no channels that are so strong that particle production backreacts on the system.

The scalar � particles themselves can be produced through the background field excitations,

via the quartic term
��

4!
�4 in the scalar potential; this gives rise to �⇤

p ! �� (with a single vev
insertion) and �⇤
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Note that the three-body process is suppressed relative to the two-body process by a loop factor
due to an additional particle in the final state, but is proportional to p2 rather than v2�, hence

can become more important at higher p2 as it can be realized even in the v� ! 0 limit where the
symmetry is unbroken.

For scalar DM, which couples as �s
4
�2�2

s, the formulae for two- and three-body decays �⇤
p ! �s�s

and �⇤
p ! ��s�s are analogous to Eqs. 19, 20, with �� ! �s, 3072 ! 1024 due to modified symmetry

factors, and appropriate modifications of the final state masses in the phase space factors and step
functions.

For fermion DM, the relevant expression is
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Scalar self-interaction

bubbles collide, and an approximately Gaussian peak centered around the mass of the scalar in the
relevant vacuum, coming from the oscillation of the scalar field around its relevant minimum after
the collision. Since we assume that the DM particle is heavier than the scalar, m� > mt,mf , the
oscillations do not contribute to DM production, and we can ignore the latter component. DM is
thus produced solely via f(p2) = fPE for both elastic and inelastic collisions.

3.4 Particle Physics Aspects

In the formalism above, in Eqs. 13, 14, the e�ciency factor f(p2) encodes information about the
spacetime dynamics of the background field. The particle physics information is encoded in the
2-point 1PI Green function �(2), to which we now turn our attention.

Using the Optical Theorem, the imaginary part of the 2-point 1PI Green function is given by
the sum [38,50]
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Here the sum runs over all possible final states k that can be produced from the background field
excitations �⇤

p, |M̄(�⇤
p ! k)|2 is the spin-averaged squared amplitude for the decay of �⇤

p into the
given final state k, and d⇧k denotes the relativistically invariant n-body phase space element.

Note that the imaginary part of the 2PI Green function is an inclusive quantity that necessitates
summing over all possible states k that can contribute. To calculate the overall decay probability
of the background field, we therefore need to calculate |M̄(�⇤

p ! k)|2 for all particle combinations
that are allowed in the setup. However, to calculate the decay probability into a given final state
(such as the DM particle), it is su�cient to perform the calculation solely for this channel, and the
full sum is not required provided the full decay probability remains smaller than 1, i.e. that there
are no channels that are so strong that particle production backreacts on the system.

The scalar � particles themselves can be produced through the background field excitations,

via the quartic term
��

4!
�4 in the scalar potential; this gives rise to �⇤

p ! �� (with a single vev
insertion) and �⇤

p ! 3� decay processes. These lead to
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p!�� =

�2

� v
2

�

8⇡
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Note that the three-body process is suppressed relative to the two-body process by a loop factor
due to an additional particle in the final state, but is proportional to p2 rather than v2�, hence

can become more important at higher p2 as it can be realized even in the v� ! 0 limit where the
symmetry is unbroken.

For scalar DM, which couples as �s
4
�2�2

s, the formulae for two- and three-body decays �⇤
p ! �s�s

and �⇤
p ! ��s�s are analogous to Eqs. 19, 20, with �� ! �s, 3072 ! 1024 due to modified symmetry

factors, and appropriate modifications of the final state masses in the phase space factors and step
functions.

For fermion DM, the relevant expression is

Im[�̃(2)(p2)]�⇤
p!�f �̄f

=
y2f
8⇡

p2(1� 4m2
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Yukawa interaction with a fermion:

Gauge boson??

in the two equations are identical. The problem arises when the excitation �⇤
p is taken o↵-shell,

i.e. p2 6= m2

�. In this case, the two expressions clearly disagree: in particular, at large p2 � m2

�,m
2

V ,

the unitary gauge result scales as ⇠ g2 p4/m2

V , whereas the Feynman-’t Hooft gauge result scales as
⇠ �g2 p2. Clearly, this discrepancy persists even after the sum over modes (Eq. 12) is performed;
hence the final result for the number density of gauge bosons produced from a bubble collision
appears to be gauge-dependent.

Both results above, Eq. 23 and Eq. 24, are however unphysical. The Feynman-’t Hooft gauge
result gives a negative decay probability at large p2, which is clearly unphysical. The problem with
the unitary gauge result can be seen most clearly by considering the analogous contribution from
the higher multiplicity process �⇤

p ! 4V . Compared to the �⇤
p ! 2V process, the 4V process has

an additional scalar propagator, whose contribution to the amplitude squared scales approximately
as ⇠ 1

p4 ; two additional vector bosons in the final state, which give additional phase space factors

( d3k
(2⇡)32p)

2
⇠ ( p2

4⇡2 )2; and a sum over the two additional gauge boson polarization vectors, which

yields another factor of
⇣
3� p2

m2
V
+ p4

4m4
V

⌘
. Thus, we can estimate the leading order contributions

at large p from the �⇤
p ! 4V and �⇤

p ! 2V processes to the imaginary part of the two point 1PI
Green function in unitary gauge to be

Im[�̃(2)(p2)]�⇤
p!4V ⇠

g6m2

V

8⇡(4⇡2)2

✓
p4

4m4

V

◆2

, Im[�̃(2)(p2)]�⇤
p!2V ⇠

g2m2

V

8⇡

✓
p4

4m4

V

◆
. (25)

Therefore, the �⇤
p ! 4V contribution appears to grow faster than the �⇤

p ! 2V contribution at large
p2. By similar arguments, processes with higher vector boson multiplicity in the final state should
grow even faster with p2. If true, this would preclude the calculation of Eq. 18, which is an inclusive
quantity that requires the addition of all of these higher order processes. More worryingly, this
unabated growth suggests a breakdown of perturbativity despite the absence of any strong coupling
in the theory. This is a clear indication that the growth of the squared amplitude with energy in
Eq. 23 is spurious.

A general form of the squared amplitude in R⇠ gauge can be written down but is too cumbersome
to be useful, since the gauge, Goldstone, and ghost fields have unequal masses, leading to unequal
phase space weights for any finite p, so that their contributions cannot be expressed as a simple sum
as in Eqs. 23 and 24. Note that the above two cases are the only exceptions to this: in Feynman-’t
Hooft gauge their masses are equal, so that the phase space factor is the same for all contributions
and can be factored out, whereas in unitary gauge the Goldstone and ghost fields decouple, and
only the gauge component contributes to the amplitude. Nevertheless, one can write the following
asymptotic expansions:

|M̄(�⇤
p ! V V )|2 = g2m2

V ⇥

8
<

:

(⇠�3)p2

2m2
V

+
�2
�

g4 + 3 for p2

m2
V
� ⇠, 1

p4

4m4
V
�

p2

m2
V
+ 3 for ⇠ �

p2

m2
V
, 1

(R⇠ gauge). (26)

This further illustrates that the high-energy behavior of the o↵-shell �⇤
p decay squared amplitude

is gauge-dependent and can become O(g2p4/m2

V ), O(g2p2), or O(g2m2

V ), depending on the value
of ⇠. In particular, in the Fried-Yennie gauge (⇠ = 3), both the p4 and p2 terms are absent in the
large-p2 expansion.

In any gauge-specific calculation, the problem arises due to the inclusion of unphysical contribu-
tions that do not get cancelled. For the unitary gauge result, note that the problematic final term
in Eq. 23 comes from the prescription of taking ✏L ! pi/mV for the production of two longitudinal
modes. However, in the large pi limit, we know that the emission of the longitudinal component

14
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Note that this quantity is proportional to p2 and can occur in the v� ! 0 limit of unbroken
symmetry, similar to the three-body scalar decay channel above.

The calculation for vector DM, and final states involving gauge bosons in general, is more subtle
and requires a discussion of the gauge dependence of the formalism. This will be the subject of the
next section.

4 Gauge Dependence and Production of Gauge Bosons

Here, we consider the case where the scalar vev breaks a local symmetry, and discuss the production
of the massive gauge boson V associated with the broken symmetry. The results can be extended
in a straightforward manner to other vector bosons, in particular the vector DM candidate we are
interested in.

4.1 Gauge Dependence

To understand the subtleties regarding the gauge dependence of the formalism, let us consider the
decay of a background field excitation into two gauge bosons, �⇤

p ! V V , which occurs via the
interaction term gv��VµV µ. The calculation of the squared amplitude of this process requires a
sum over the gauge boson polarizations. Its general form, in R⇠ gauge, is

X
✏µ✏⌫ ! �gµ⌫ + (1� ⇠)

pµp⌫

p2 � ⇠m2

V

. (22)

Recall that in R⇠ gauge, one must also add the contributions from the Goldstone and ghost fields,
which have mass m2 = ⇠m2

V . For a physical process, the choice of ⇠ and the separation of the
degrees of freedom into gauge, Goldstone, and ghost fields is simply a matter of bookkeeping, and
the final result should be gauge-invariant, i.e. ⇠�independent. As we will see below, this will not
be the case for the above configuration and formalism describing bubble collisions, hence greater
care is needed to avoid spurious results.

Generally, a convenient choice is unitary gauge (⇠ ! 1), where the Goldstone and ghost fields
decouple, and one simply needs to consider the gauge degrees of freedom, for which the above sum
over polarization reduces to the familiar expression

P
✏µ✏⌫ ! �gµ⌫ + pµp⌫

m2
V
. Using this, the squared

amplitude for the �⇤
p ! V V process can be calculated to be

|M̄(�⇤
p ! V V )|2 = g2m2

V

✓
3�

p2

m2

V

+
p4

4m4

V

◆
(Unitary gauge). (23)

One can, instead, perform this calculation in Feynman-’t Hooft gauge (⇠ = 1). With this
choice, the polarization sum yields

P
✏µ✏⌫ ! �gµ⌫ , and one has to add the Goldstone and ghost

contributions separately. Adding these contributions together results in the following expression
for the squared amplitude

|M̄(�⇤
p ! V V )|2 = g2m2

V

 
3�

p2

m2

V

+
�2

�

g4

!
(Feynman-’t Hooft gauge). (24)

For a physical process, both results should match and give the correct (physical) result. When
the decaying mode corresponds to an on-shell � particle, i.e. p2 = m2

�, this is indeed seen to be

true: in this case p4/(4m4

V ) = m4

�/(4m
4

V ) = �2

�/g
4, hence the final expressions in the parentheses
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Blows up at large energies, becomes non-perturbative



45

GAUGE INVARIANCE OF THE FORMALISM
GIUDICE, LEE, POMAROL, SHAKYA, 2403.03252

Note that this quantity is proportional to p2 and can occur in the v� ! 0 limit of unbroken
symmetry, similar to the three-body scalar decay channel above.

The calculation for vector DM, and final states involving gauge bosons in general, is more subtle
and requires a discussion of the gauge dependence of the formalism. This will be the subject of the
next section.

4 Gauge Dependence and Production of Gauge Bosons

Here, we consider the case where the scalar vev breaks a local symmetry, and discuss the production
of the massive gauge boson V associated with the broken symmetry. The results can be extended
in a straightforward manner to other vector bosons, in particular the vector DM candidate we are
interested in.

4.1 Gauge Dependence

To understand the subtleties regarding the gauge dependence of the formalism, let us consider the
decay of a background field excitation into two gauge bosons, �⇤

p ! V V , which occurs via the
interaction term gv��VµV µ. The calculation of the squared amplitude of this process requires a
sum over the gauge boson polarizations. Its general form, in R⇠ gauge, is

X
✏µ✏⌫ ! �gµ⌫ + (1� ⇠)

pµp⌫

p2 � ⇠m2

V

. (22)

Recall that in R⇠ gauge, one must also add the contributions from the Goldstone and ghost fields,
which have mass m2 = ⇠m2

V . For a physical process, the choice of ⇠ and the separation of the
degrees of freedom into gauge, Goldstone, and ghost fields is simply a matter of bookkeeping, and
the final result should be gauge-invariant, i.e. ⇠�independent. As we will see below, this will not
be the case for the above configuration and formalism describing bubble collisions, hence greater
care is needed to avoid spurious results.

Generally, a convenient choice is unitary gauge (⇠ ! 1), where the Goldstone and ghost fields
decouple, and one simply needs to consider the gauge degrees of freedom, for which the above sum
over polarization reduces to the familiar expression

P
✏µ✏⌫ ! �gµ⌫ + pµp⌫

m2
V
. Using this, the squared

amplitude for the �⇤
p ! V V process can be calculated to be

|M̄(�⇤
p ! V V )|2 = g2m2

V
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+
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(Unitary gauge). (23)

One can, instead, perform this calculation in Feynman-’t Hooft gauge (⇠ = 1). With this
choice, the polarization sum yields

P
✏µ✏⌫ ! �gµ⌫ , and one has to add the Goldstone and ghost

contributions separately. Adding these contributions together results in the following expression
for the squared amplitude

|M̄(�⇤
p ! V V )|2 = g2m2

V
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V
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�

g4

!
(Feynman-’t Hooft gauge). (24)

For a physical process, both results should match and give the correct (physical) result. When
the decaying mode corresponds to an on-shell � particle, i.e. p2 = m2

�, this is indeed seen to be

true: in this case p4/(4m4

V ) = m4

�/(4m
4

V ) = �2

�/g
4, hence the final expressions in the parentheses
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Blows up at large energies, becomes non-perturbative

Note that this quantity is proportional to p2 and can occur in the v� ! 0 limit of unbroken
symmetry, similar to the three-body scalar decay channel above.

The calculation for vector DM, and final states involving gauge bosons in general, is more subtle
and requires a discussion of the gauge dependence of the formalism. This will be the subject of the
next section.

4 Gauge Dependence and Production of Gauge Bosons

Here, we consider the case where the scalar vev breaks a local symmetry, and discuss the production
of the massive gauge boson V associated with the broken symmetry. The results can be extended
in a straightforward manner to other vector bosons, in particular the vector DM candidate we are
interested in.

4.1 Gauge Dependence

To understand the subtleties regarding the gauge dependence of the formalism, let us consider the
decay of a background field excitation into two gauge bosons, �⇤

p ! V V , which occurs via the
interaction term gv��VµV µ. The calculation of the squared amplitude of this process requires a
sum over the gauge boson polarizations. Its general form, in R⇠ gauge, is

X
✏µ✏⌫ ! �gµ⌫ + (1� ⇠)

pµp⌫

p2 � ⇠m2

V

. (22)

Recall that in R⇠ gauge, one must also add the contributions from the Goldstone and ghost fields,
which have mass m2 = ⇠m2

V . For a physical process, the choice of ⇠ and the separation of the
degrees of freedom into gauge, Goldstone, and ghost fields is simply a matter of bookkeeping, and
the final result should be gauge-invariant, i.e. ⇠�independent. As we will see below, this will not
be the case for the above configuration and formalism describing bubble collisions, hence greater
care is needed to avoid spurious results.

Generally, a convenient choice is unitary gauge (⇠ ! 1), where the Goldstone and ghost fields
decouple, and one simply needs to consider the gauge degrees of freedom, for which the above sum
over polarization reduces to the familiar expression

P
✏µ✏⌫ ! �gµ⌫ + pµp⌫

m2
V
. Using this, the squared

amplitude for the �⇤
p ! V V process can be calculated to be

|M̄(�⇤
p ! V V )|2 = g2m2

V
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+
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4m4
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◆
(Unitary gauge). (23)

One can, instead, perform this calculation in Feynman-’t Hooft gauge (⇠ = 1). With this
choice, the polarization sum yields

P
✏µ✏⌫ ! �gµ⌫ , and one has to add the Goldstone and ghost

contributions separately. Adding these contributions together results in the following expression
for the squared amplitude

|M̄(�⇤
p ! V V )|2 = g2m2

V

 
3�

p2

m2

V

+
�2

�

g4

!
(Feynman-’t Hooft gauge). (24)

For a physical process, both results should match and give the correct (physical) result. When
the decaying mode corresponds to an on-shell � particle, i.e. p2 = m2

�, this is indeed seen to be

true: in this case p4/(4m4

V ) = m4

�/(4m
4

V ) = �2

�/g
4, hence the final expressions in the parentheses
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Note that this quantity is proportional to p2 and can occur in the v� ! 0 limit of unbroken
symmetry, similar to the three-body scalar decay channel above.

The calculation for vector DM, and final states involving gauge bosons in general, is more subtle
and requires a discussion of the gauge dependence of the formalism. This will be the subject of the
next section.

4 Gauge Dependence and Production of Gauge Bosons

Here, we consider the case where the scalar vev breaks a local symmetry, and discuss the production
of the massive gauge boson V associated with the broken symmetry. The results can be extended
in a straightforward manner to other vector bosons, in particular the vector DM candidate we are
interested in.

4.1 Gauge Dependence

To understand the subtleties regarding the gauge dependence of the formalism, let us consider the
decay of a background field excitation into two gauge bosons, �⇤

p ! V V , which occurs via the
interaction term gv��VµV µ. The calculation of the squared amplitude of this process requires a
sum over the gauge boson polarizations. Its general form, in R⇠ gauge, is

X
✏µ✏⌫ ! �gµ⌫ + (1� ⇠)

pµp⌫

p2 � ⇠m2

V

. (22)

Recall that in R⇠ gauge, one must also add the contributions from the Goldstone and ghost fields,
which have mass m2 = ⇠m2

V . For a physical process, the choice of ⇠ and the separation of the
degrees of freedom into gauge, Goldstone, and ghost fields is simply a matter of bookkeeping, and
the final result should be gauge-invariant, i.e. ⇠�independent. As we will see below, this will not
be the case for the above configuration and formalism describing bubble collisions, hence greater
care is needed to avoid spurious results.

Generally, a convenient choice is unitary gauge (⇠ ! 1), where the Goldstone and ghost fields
decouple, and one simply needs to consider the gauge degrees of freedom, for which the above sum
over polarization reduces to the familiar expression

P
✏µ✏⌫ ! �gµ⌫ + pµp⌫

m2
V
. Using this, the squared

amplitude for the �⇤
p ! V V process can be calculated to be
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p ! V V )|2 = g2m2

V
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◆
(Unitary gauge). (23)

One can, instead, perform this calculation in Feynman-’t Hooft gauge (⇠ = 1). With this
choice, the polarization sum yields

P
✏µ✏⌫ ! �gµ⌫ , and one has to add the Goldstone and ghost

contributions separately. Adding these contributions together results in the following expression
for the squared amplitude

|M̄(�⇤
p ! V V )|2 = g2m2

V

 
3�

p2

m2

V

+
�2

�

g4

!
(Feynman-’t Hooft gauge). (24)

For a physical process, both results should match and give the correct (physical) result. When
the decaying mode corresponds to an on-shell � particle, i.e. p2 = m2

�, this is indeed seen to be

true: in this case p4/(4m4

V ) = m4

�/(4m
4

V ) = �2

�/g
4, hence the final expressions in the parentheses

13

Blows up at large energies, becomes non-perturbative

Note that this quantity is proportional to p2 and can occur in the v� ! 0 limit of unbroken
symmetry, similar to the three-body scalar decay channel above.

The calculation for vector DM, and final states involving gauge bosons in general, is more subtle
and requires a discussion of the gauge dependence of the formalism. This will be the subject of the
next section.

4 Gauge Dependence and Production of Gauge Bosons

Here, we consider the case where the scalar vev breaks a local symmetry, and discuss the production
of the massive gauge boson V associated with the broken symmetry. The results can be extended
in a straightforward manner to other vector bosons, in particular the vector DM candidate we are
interested in.

4.1 Gauge Dependence

To understand the subtleties regarding the gauge dependence of the formalism, let us consider the
decay of a background field excitation into two gauge bosons, �⇤

p ! V V , which occurs via the
interaction term gv��VµV µ. The calculation of the squared amplitude of this process requires a
sum over the gauge boson polarizations. Its general form, in R⇠ gauge, is

X
✏µ✏⌫ ! �gµ⌫ + (1� ⇠)

pµp⌫

p2 � ⇠m2

V

. (22)

Recall that in R⇠ gauge, one must also add the contributions from the Goldstone and ghost fields,
which have mass m2 = ⇠m2

V . For a physical process, the choice of ⇠ and the separation of the
degrees of freedom into gauge, Goldstone, and ghost fields is simply a matter of bookkeeping, and
the final result should be gauge-invariant, i.e. ⇠�independent. As we will see below, this will not
be the case for the above configuration and formalism describing bubble collisions, hence greater
care is needed to avoid spurious results.

Generally, a convenient choice is unitary gauge (⇠ ! 1), where the Goldstone and ghost fields
decouple, and one simply needs to consider the gauge degrees of freedom, for which the above sum
over polarization reduces to the familiar expression

P
✏µ✏⌫ ! �gµ⌫ + pµp⌫

m2
V
. Using this, the squared

amplitude for the �⇤
p ! V V process can be calculated to be

|M̄(�⇤
p ! V V )|2 = g2m2

V

✓
3�

p2

m2

V

+
p4

4m4

V

◆
(Unitary gauge). (23)

One can, instead, perform this calculation in Feynman-’t Hooft gauge (⇠ = 1). With this
choice, the polarization sum yields

P
✏µ✏⌫ ! �gµ⌫ , and one has to add the Goldstone and ghost

contributions separately. Adding these contributions together results in the following expression
for the squared amplitude

|M̄(�⇤
p ! V V )|2 = g2m2

V

 
3�

p2

m2

V

+
�2

�

g4

!
(Feynman-’t Hooft gauge). (24)

For a physical process, both results should match and give the correct (physical) result. When
the decaying mode corresponds to an on-shell � particle, i.e. p2 = m2

�, this is indeed seen to be

true: in this case p4/(4m4

V ) = m4

�/(4m
4

V ) = �2

�/g
4, hence the final expressions in the parentheses

13

Becomes negative at large energies

More generally, 

in the two equations are identical. The problem arises when the excitation �⇤
p is taken o↵-shell,

i.e. p2 6= m2

�. In this case, the two expressions clearly disagree: in particular, at large p2 � m2

�,m
2

V ,

the unitary gauge result scales as ⇠ g2 p4/m2

V , whereas the Feynman-’t Hooft gauge result scales as
⇠ �g2 p2. Clearly, this discrepancy persists even after the sum over modes (Eq. 12) is performed;
hence the final result for the number density of gauge bosons produced from a bubble collision
appears to be gauge-dependent.

Both results above, Eq. 23 and Eq. 24, are however unphysical. The Feynman-’t Hooft gauge
result gives a negative decay probability at large p2, which is clearly unphysical. The problem with
the unitary gauge result can be seen most clearly by considering the analogous contribution from
the higher multiplicity process �⇤

p ! 4V . Compared to the �⇤
p ! 2V process, the 4V process has

an additional scalar propagator, whose contribution to the amplitude squared scales approximately
as ⇠ 1

p4 ; two additional vector bosons in the final state, which give additional phase space factors

( d3k
(2⇡)32p)

2
⇠ ( p2

4⇡2 )2; and a sum over the two additional gauge boson polarization vectors, which

yields another factor of
⇣
3� p2

m2
V
+ p4

4m4
V

⌘
. Thus, we can estimate the leading order contributions

at large p from the �⇤
p ! 4V and �⇤

p ! 2V processes to the imaginary part of the two point 1PI
Green function in unitary gauge to be

Im[�̃(2)(p2)]�⇤
p!4V ⇠

g6m2

V

8⇡(4⇡2)2

✓
p4

4m4

V

◆2

, Im[�̃(2)(p2)]�⇤
p!2V ⇠

g2m2

V

8⇡

✓
p4

4m4

V

◆
. (25)

Therefore, the �⇤
p ! 4V contribution appears to grow faster than the �⇤

p ! 2V contribution at large
p2. By similar arguments, processes with higher vector boson multiplicity in the final state should
grow even faster with p2. If true, this would preclude the calculation of Eq. 18, which is an inclusive
quantity that requires the addition of all of these higher order processes. More worryingly, this
unabated growth suggests a breakdown of perturbativity despite the absence of any strong coupling
in the theory. This is a clear indication that the growth of the squared amplitude with energy in
Eq. 23 is spurious.

A general form of the squared amplitude in R⇠ gauge can be written down but is too cumbersome
to be useful, since the gauge, Goldstone, and ghost fields have unequal masses, leading to unequal
phase space weights for any finite p, so that their contributions cannot be expressed as a simple sum
as in Eqs. 23 and 24. Note that the above two cases are the only exceptions to this: in Feynman-’t
Hooft gauge their masses are equal, so that the phase space factor is the same for all contributions
and can be factored out, whereas in unitary gauge the Goldstone and ghost fields decouple, and
only the gauge component contributes to the amplitude. Nevertheless, one can write the following
asymptotic expansions:

|M̄(�⇤
p ! V V )|2 = g2m2

V ⇥

8
<

:

(⇠�3)p2

2m2
V

+
�2
�

g4 + 3 for p2

m2
V
� ⇠, 1

p4

4m4
V
�

p2

m2
V
+ 3 for ⇠ �

p2

m2
V
, 1

(R⇠ gauge). (26)

This further illustrates that the high-energy behavior of the o↵-shell �⇤
p decay squared amplitude

is gauge-dependent and can become O(g2p4/m2

V ), O(g2p2), or O(g2m2

V ), depending on the value
of ⇠. In particular, in the Fried-Yennie gauge (⇠ = 3), both the p4 and p2 terms are absent in the
large-p2 expansion.

In any gauge-specific calculation, the problem arises due to the inclusion of unphysical contribu-
tions that do not get cancelled. For the unitary gauge result, note that the problematic final term
in Eq. 23 comes from the prescription of taking ✏L ! pi/mV for the production of two longitudinal
modes. However, in the large pi limit, we know that the emission of the longitudinal component

14

Calculation is not gauge independent!
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Note that this quantity is proportional to p2 and can occur in the v� ! 0 limit of unbroken
symmetry, similar to the three-body scalar decay channel above.

The calculation for vector DM, and final states involving gauge bosons in general, is more subtle
and requires a discussion of the gauge dependence of the formalism. This will be the subject of the
next section.

4 Gauge Dependence and Production of Gauge Bosons

Here, we consider the case where the scalar vev breaks a local symmetry, and discuss the production
of the massive gauge boson V associated with the broken symmetry. The results can be extended
in a straightforward manner to other vector bosons, in particular the vector DM candidate we are
interested in.

4.1 Gauge Dependence

To understand the subtleties regarding the gauge dependence of the formalism, let us consider the
decay of a background field excitation into two gauge bosons, �⇤

p ! V V , which occurs via the
interaction term gv��VµV µ. The calculation of the squared amplitude of this process requires a
sum over the gauge boson polarizations. Its general form, in R⇠ gauge, is

X
✏µ✏⌫ ! �gµ⌫ + (1� ⇠)

pµp⌫

p2 � ⇠m2

V

. (22)

Recall that in R⇠ gauge, one must also add the contributions from the Goldstone and ghost fields,
which have mass m2 = ⇠m2

V . For a physical process, the choice of ⇠ and the separation of the
degrees of freedom into gauge, Goldstone, and ghost fields is simply a matter of bookkeeping, and
the final result should be gauge-invariant, i.e. ⇠�independent. As we will see below, this will not
be the case for the above configuration and formalism describing bubble collisions, hence greater
care is needed to avoid spurious results.

Generally, a convenient choice is unitary gauge (⇠ ! 1), where the Goldstone and ghost fields
decouple, and one simply needs to consider the gauge degrees of freedom, for which the above sum
over polarization reduces to the familiar expression

P
✏µ✏⌫ ! �gµ⌫ + pµp⌫

m2
V
. Using this, the squared

amplitude for the �⇤
p ! V V process can be calculated to be

|M̄(�⇤
p ! V V )|2 = g2m2

V

✓
3�

p2

m2

V

+
p4

4m4

V

◆
(Unitary gauge). (23)

One can, instead, perform this calculation in Feynman-’t Hooft gauge (⇠ = 1). With this
choice, the polarization sum yields

P
✏µ✏⌫ ! �gµ⌫ , and one has to add the Goldstone and ghost

contributions separately. Adding these contributions together results in the following expression
for the squared amplitude

|M̄(�⇤
p ! V V )|2 = g2m2

V

 
3�

p2

m2

V

+
�2

�

g4

!
(Feynman-’t Hooft gauge). (24)

For a physical process, both results should match and give the correct (physical) result. When
the decaying mode corresponds to an on-shell � particle, i.e. p2 = m2

�, this is indeed seen to be

true: in this case p4/(4m4

V ) = m4

�/(4m
4

V ) = �2

�/g
4, hence the final expressions in the parentheses

13

The problem: sum over gauge boson polarizations

Includes both physical and unphysical degrees of freedom. 
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Note that this quantity is proportional to p2 and can occur in the v� ! 0 limit of unbroken
symmetry, similar to the three-body scalar decay channel above.

The calculation for vector DM, and final states involving gauge bosons in general, is more subtle
and requires a discussion of the gauge dependence of the formalism. This will be the subject of the
next section.

4 Gauge Dependence and Production of Gauge Bosons

Here, we consider the case where the scalar vev breaks a local symmetry, and discuss the production
of the massive gauge boson V associated with the broken symmetry. The results can be extended
in a straightforward manner to other vector bosons, in particular the vector DM candidate we are
interested in.

4.1 Gauge Dependence

To understand the subtleties regarding the gauge dependence of the formalism, let us consider the
decay of a background field excitation into two gauge bosons, �⇤

p ! V V , which occurs via the
interaction term gv��VµV µ. The calculation of the squared amplitude of this process requires a
sum over the gauge boson polarizations. Its general form, in R⇠ gauge, is

X
✏µ✏⌫ ! �gµ⌫ + (1� ⇠)

pµp⌫

p2 � ⇠m2

V

. (22)

Recall that in R⇠ gauge, one must also add the contributions from the Goldstone and ghost fields,
which have mass m2 = ⇠m2

V . For a physical process, the choice of ⇠ and the separation of the
degrees of freedom into gauge, Goldstone, and ghost fields is simply a matter of bookkeeping, and
the final result should be gauge-invariant, i.e. ⇠�independent. As we will see below, this will not
be the case for the above configuration and formalism describing bubble collisions, hence greater
care is needed to avoid spurious results.

Generally, a convenient choice is unitary gauge (⇠ ! 1), where the Goldstone and ghost fields
decouple, and one simply needs to consider the gauge degrees of freedom, for which the above sum
over polarization reduces to the familiar expression

P
✏µ✏⌫ ! �gµ⌫ + pµp⌫

m2
V
. Using this, the squared

amplitude for the �⇤
p ! V V process can be calculated to be

|M̄(�⇤
p ! V V )|2 = g2m2

V

✓
3�

p2

m2

V

+
p4

4m4

V

◆
(Unitary gauge). (23)

One can, instead, perform this calculation in Feynman-’t Hooft gauge (⇠ = 1). With this
choice, the polarization sum yields

P
✏µ✏⌫ ! �gµ⌫ , and one has to add the Goldstone and ghost

contributions separately. Adding these contributions together results in the following expression
for the squared amplitude

|M̄(�⇤
p ! V V )|2 = g2m2

V

 
3�

p2

m2

V

+
�2

�

g4

!
(Feynman-’t Hooft gauge). (24)

For a physical process, both results should match and give the correct (physical) result. When
the decaying mode corresponds to an on-shell � particle, i.e. p2 = m2

�, this is indeed seen to be

true: in this case p4/(4m4

V ) = m4

�/(4m
4

V ) = �2

�/g
4, hence the final expressions in the parentheses

13

The problem: sum over gauge boson polarizations

Includes both physical and unphysical degrees of freedom. 

In any physical calculation, the unphysical contributions cancel out.
However, a collection of off-shell background field excitations is not a 

physical state, so gauge invariance is not guaranteed! 

(The effective action formalism is known to suffer from gauge invariance issues in general)
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Note that this quantity is proportional to p2 and can occur in the v� ! 0 limit of unbroken
symmetry, similar to the three-body scalar decay channel above.

The calculation for vector DM, and final states involving gauge bosons in general, is more subtle
and requires a discussion of the gauge dependence of the formalism. This will be the subject of the
next section.

4 Gauge Dependence and Production of Gauge Bosons

Here, we consider the case where the scalar vev breaks a local symmetry, and discuss the production
of the massive gauge boson V associated with the broken symmetry. The results can be extended
in a straightforward manner to other vector bosons, in particular the vector DM candidate we are
interested in.

4.1 Gauge Dependence

To understand the subtleties regarding the gauge dependence of the formalism, let us consider the
decay of a background field excitation into two gauge bosons, �⇤

p ! V V , which occurs via the
interaction term gv��VµV µ. The calculation of the squared amplitude of this process requires a
sum over the gauge boson polarizations. Its general form, in R⇠ gauge, is

X
✏µ✏⌫ ! �gµ⌫ + (1� ⇠)

pµp⌫

p2 � ⇠m2

V

. (22)

Recall that in R⇠ gauge, one must also add the contributions from the Goldstone and ghost fields,
which have mass m2 = ⇠m2

V . For a physical process, the choice of ⇠ and the separation of the
degrees of freedom into gauge, Goldstone, and ghost fields is simply a matter of bookkeeping, and
the final result should be gauge-invariant, i.e. ⇠�independent. As we will see below, this will not
be the case for the above configuration and formalism describing bubble collisions, hence greater
care is needed to avoid spurious results.

Generally, a convenient choice is unitary gauge (⇠ ! 1), where the Goldstone and ghost fields
decouple, and one simply needs to consider the gauge degrees of freedom, for which the above sum
over polarization reduces to the familiar expression

P
✏µ✏⌫ ! �gµ⌫ + pµp⌫

m2
V
. Using this, the squared

amplitude for the �⇤
p ! V V process can be calculated to be

|M̄(�⇤
p ! V V )|2 = g2m2

V

✓
3�

p2

m2

V

+
p4

4m4

V

◆
(Unitary gauge). (23)

One can, instead, perform this calculation in Feynman-’t Hooft gauge (⇠ = 1). With this
choice, the polarization sum yields

P
✏µ✏⌫ ! �gµ⌫ , and one has to add the Goldstone and ghost

contributions separately. Adding these contributions together results in the following expression
for the squared amplitude

|M̄(�⇤
p ! V V )|2 = g2m2

V

 
3�

p2

m2

V

+
�2

�

g4

!
(Feynman-’t Hooft gauge). (24)

For a physical process, both results should match and give the correct (physical) result. When
the decaying mode corresponds to an on-shell � particle, i.e. p2 = m2

�, this is indeed seen to be

true: in this case p4/(4m4

V ) = m4

�/(4m
4

V ) = �2

�/g
4, hence the final expressions in the parentheses

13

The problem: sum over gauge boson polarizations

Includes both physical and unphysical degrees of freedom. 

PRACTICAL SOLUTION:

Instead of doing the above sum, restrict explicitly to physical states, use Goldstone 
Equivalence Theorem to get high energy behavior of longitudinal modes

polarization states explicitly when performing the sum.

Instead of using Eq. 22 to perform the sum over polarizations, we can instead explicitly pick the
polarization states. For a gauge boson moving in the z�direction, the transverse (T) polarization
states are ✏µT = (0, 1, 0, 0), (0, 0, 1, 0), whereas the longitudinal (L) polarization vector is ✏µL =
(p/mV , 0, 0, EV /mV ). The latter has the problematic p/mV growth at large p; however, this can
be tamed with the Goldstone Equivalence Theorem (GET), which states that at high energies the
amplitude for the emission of a longitudinally polarized massive gauge boson becomes equal to the
amplitude for emission of the Goldstone mode �G “eaten” by the gauge boson, up to corrections
of order O(m2

V /p
2). Thus, even in the absence of all contributing diagrams, the GET provides a

prescription for extracting the physical behavior of the longitudinal mode at high energies that is
free of unphysical contributions and does not require choosing a specific gauge for the calculation.

We can apply this strategy to the �⇤
p ! V V process discussed above to extract its high energy

behavior. Three polarization combinations contribute to the calculation of |M|
2 :

• TT: The emission of transverse modes is well behaved, and gives 2m2

V .

• LL: Using the GET, this is equivalent to the emission of two Goldstones �⇤
p ! �G�G, and

gives �2

�v
2

�, or equivalently (�2

�/g
2)m2

V .

• TL: Invoking the GET, we need to calculate �⇤
p ! VT (p1)�G(p2) to obtain the high energy

behavior of this contribution. This diagram comes from the kinetic term of the scalar, and
has a vertex factor ig(pµ + pµ

2
) that contracts with the gauge boson polarization ✏µT . In the

rest frame of �⇤
p, the two emitted particles are back to back, these vectors are othogonal, and

this contraction vanishes, hence this combination does not contribute at high energies. 2

Adding these contributions, we obtain the following form of the squared amplitude at high
energies:

|M̄(�⇤
p ! V V )|2

p2>m2
V

�����! (2g2 +
�2

�

g2
)m2

V (1 +O(m2

V /p
2)) (Goldstone Equivalence Theorem).

(27)
Note that this result is well-behaved and contains neither the spurious / p4 growing term from the
unitary gauge calculation nor the �p2 term from the calculation in Feynman-’t Hooft gauge; the
above prescription has eliminated all unphysical ingredients and picked out the relevant physical
contributions from the process at hand, without requiring any explicit computation in a specific
gauge. This will continue to be the case for all other relevant diagrams, as we discuss below. There-
fore, we can interpolate between the low energy behavior (Eq. 23) and the high energy behavior
(Eq. 27) to obtain an approximate result for the production of gauge bosons; this method introduces
inaccuracies in the intermediate regime (p2 ⇠ mV ⇠ v�), but the final result for the total number
of particles is expected to be correct within an O(1) factor.

4.3 Other Processes

In addition to �⇤
p ! V V , there also exists the three-body decay process �⇤

p ! �V V . Naive gauge-
specific calculations also give unphysical results for this decay channel for the reasons described

2Strictly speaking, the collection of background field excitation modes has a distribution of pz, and there is no
frame where they are all collectively at rest. Nevertheless, we have assumed that for the decay of each excitation, the
calculation can be performed in its rest frame, as is conventionally done for a collection of particles with a distribution
of momenta, otherwise the result is not Lorentz invariant.
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DARK MATTER: SETUPground field:

• Scalar DM �s, with mass m�s and interaction �s
4
�2�2

s.

Note that this is a renormalizable operator that can be valid to arbitrarily high scales. Since
the above interaction term produces a mass contribution

p
�s/2 v� once � obtains a nonzero

vev, we will focus on the regime m2
�s

> 1

2
�sv2�, and treat m�s and �s as independent quantities

for simplicity.

• Fermion DM �f , with mass m�f and e↵ective interaction yf��f �̄f .

Here the ��f �̄f interaction implies that the �f �̄f combination is charged under the symmetry
that is broken by the � vev. Here �f could be a chiral fermion, obtaining its mass from the �
vev after the symmetry is broken, analogous to the fermions interacting with the Higgs field in
the SM; however, in this casem�f = yfv� . v�. Alternately, the e↵ective yf��f �̄f interaction

could have been derived from a higher dimensional operator of the form
y0f
⇤f

|�|2�f �̄f , where

⇤f is some ultraviolet (UV)-cuto↵ scale. In this case, �f does not have to carry any charge
associated with �, and its mass can be significantly larger than the symmetry breaking scale
of interest, m�f � v�, and the e↵ective coupling is yf = 2y0f v�/⇤f . A specific realization of
this (see [38]) involves � mixing with some singlet scalar S that couples to the fermion �f .
Here we remain agnostic about such underlying details and simply work with the e↵ective
interaction term yf��f �̄f . As with the scalar case, we will focus on masses larger than that
obtained from the symmetry breaking, m�f > yf v�, and consider m�f and yf as independent
parameters.

• Vector DM �v, with mass m�v and an interaction of the form 1

2
�V |�|2�

µ
v�v µ.

Again, this interaction does not necessitate that the gauge boson �v corresponds to the gauge
symmetry broken by �, as it could arise from integrating out intermediate particles (e.g. a
singlet mediator field, see [38] for more detailed discussions). For a vector boson, additional
subtleties arise from the interplay between its transverse and longitudinal modes; these aspects
will be discussed in Sec. 6.4. As in the previous two cases, we will treat the mass and coupling
as independent quantities.

In all scenarios, we will restrict ourselves to cases where DM is heavier than the scalar and the
gauge/Goldstone boson, i.e. m� > mf ,mt,mZ0 ,mG, so that DM cannot be produced from decays
of other particles in the dark sector, otherwise it can be produced from the oscillations of the scalar
field long after the bubble collisions, e↵ectively reaching a thermal abundance, in which case it
either re-establishes thermal equilibrium with the bath or tends to be overproduced and overclose
the Universe.

Note that the coupling of the scalar field � to particles far heavier than its mass can produce
radiative contributions that can lift its mass to the heavy scale, hence the hierarchy m�, v� ⌧ m�

could involve significant fine-tuning. Such concerns are best addressed in complete particle physics
models, and we ignore such considerations in our simplified framework treatment in this paper.

Finally, additional dark sector particles beyond the ones discussed above might exist, but their
existence is irrelevant as long as they do not couple more strongly to DM than the scalar � and do
not produce significant e↵ects on bubble wall dynamics; we will assume this to be the case for the
purposes of this paper.

8

Experiment foptimal/Hz v�/GeV mDM/GeV

Pulsar Timing Arrays (PTAs) [107] 10�8 0.1 1013 � 1016

LISA [108] 0.001 104 106 � 1015

BBO [109], DECIGO [110] 0.1 106 105 � 1013

Einstein Telescope (ET) [111], Cosmic Explorer (CE) [112] 10 108 106 � 1010

Table 1: Peak gravitational wave frequencies, corresponding scales of phase transition, and ranges of vi-
able (scalar) dark matter masses (with couplings in the range 10�4 to 1) for various existing and planned
gravitational wave experiments.

6.1 Gravitational Waves

Before delving into the details of DM production, it is worth discussing the connection with grav-
itational waves. One of the main attractive features of FOPTs in contemporary research is that
they can give rise to stochastic GW signals that can be observed with a variety of existing and
upcoming GW detectors. It is therefore judicious to examine whether the FOPTs that can produce
the correct DM relic abundance can also give sizable GW signals, which would provide a unique
observational probe of this DM production mechanism.

FOPTs can produce gravitational waves in several ways: through the scalar field energy densities
in the bubble walls after collision [4–7, 57, 75, 89–95], the production of sound waves [96–101] and
turbulence [7, 99, 102–106] in the surrounding plasma, or through energy transfer to nontrivial
spatial configurations of feebly-interacting particles [30]. In this paper, we are primarily interested
in runaway bubble configurations, where the bubble walls carry most of the energy released in the
transition, hence the GWs are primarily sourced by bubble wall collisions, i.e. the scalar field. For
such GWs, we use the peak frequency of the signal today as obtained from the results of [75], which
can be expressed as [34]

fpeak(GW) = 15 µHz
�

H
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✓
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Using this relation, we can map the scale of the phase transition v� to the optimal frequencies
of various gravitational wave detectors, as shown in Table 1. The table shows the corresponding
scales of FOPTs that provide GW signals that peak at the optimal frequencies of various detectors
as determined by the above formula for some reasonable choices of parameters (�/H = 10, g⇤ =
100, ↵ = 1, cV = 0.1). For these parameter choices, we also list the viable window of DMmasses that
can be produced from bubble collisions for reasonable couplings between DM and the background
field (in the range 10�4 to 1) in each case, as derived from our calculations below (see Sec. 6.2,
Fig. 2 ; these numbers correspond to the case of scalar DM, but the numbers for fermion or vector
DM should be comparable).

Here, it is worth mentioning that if particle production (including DM production) from bubble
collisions is a strong e↵ect, it can a↵ect the subsequent production of GWs, modifying the amplitude
as well as shape of the GW signal.

6.2 Scalar Dark Matter

Consider scalar DM �s that couples to the background field � via 1

4
�s�2�2

s, and can be produced
via �⇤

p ! �2
s, ��2

s. Substituting the expressions from Eqs. 19, 20 into Eq. 42, and dropping the
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Experiment foptimal/Hz v�/GeV mDM/GeV

Pulsar Timing Arrays (PTAs) [103] 10�8 0.1 1013 � 1016

LISA [104] 0.001 104 106 � 1015

BBO [105], DECIGO [106] 0.1 106 105 � 1013

Einstein Telescope (ET) [107], Cosmic Explorer (CE) [108] 10 108 106 � 1010

Table 1: Peak gravitational wave frequencies, corresponding scales of phase transition, and ranges of vi-
able (scalar) dark matter masses (with couplings in the range 10�4 to 1) for various existing and planned
gravitational wave experiments.

and turbulence [7, 95, 98–102] in the surrounding plasma, or through energy transfer to nontrivial
spatial configurations of feebly-interacting particles [29]. In this paper, we are primarily interested
in runaway bubble configurations, where the bubble walls carry most of the energy released in the
transition, hence the GWs are primarily sourced by bubble wall collisions, i.e. the scalar field. For
such GWs, we use the peak frequency of the signal today as obtained from the results of [72], which
can be expressed as [33]

fpeak(GW) = 15 µHz
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Using this relation, we can map the scale of the phase transition v� to the optimal frequencies
of various gravitational wave detectors, as shown in Table 1. The table shows the corresponding
scales of FOPTs that provide GW signals that peak at the optimal frequencies of various detectors
as determined by the above formula for some reasonable choices of parameters (�/H = 10, g⇤ =
100, ↵ = 1, cV = 0.1). For these parameter choices, we also list the viable window of DMmasses that
can be produced from bubble collisions for reasonable couplings between DM and the background
field (in the range 10�4 to 1) in each case, as derived from our calculations below (see Sec. 6.2,
Fig. 2 ; these numbers correspond to the case of scalar DM, but the numbers for fermion or vector
DM should be comparable).

Here, it is worth mentioning that if particle production (including DM production) from bubble
collisions is a strong e↵ect, it can a↵ect the subsequent production of GWs, modifying the amplitude
as well as shape of the GW signal.

6.2 Scalar Dark Matter

Consider scalar DM �s that couples to the background field � via 1

4
�s�2�2

s, and can be produced
via �⇤

p ! �2
s, ��2

s. Substituting the expressions from Eqs. 19, 20 into Eq. 42, and dropping the
phase space factors in these equations to enable the integral to be performed analytically, we derive
the following expression for the scalar DM relic abundance
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The two terms in the square parenthesis correspond to contributions from the two- and three-body
decays, respectively. We can see that the latter contribution dominates for m�s & 4⇡ v�, clearly
demonstrating the importance of the three-body decay channel for heavy scalar DM. We have
numerically checked that the above analytic result matches the full numerical result (obtained from
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DARK MATTER PRODUCTIONground field:

• Scalar DM �s, with mass m�s and interaction �s
4
�2�2

s.

Note that this is a renormalizable operator that can be valid to arbitrarily high scales. Since
the above interaction term produces a mass contribution

p
�s/2 v� once � obtains a nonzero

vev, we will focus on the regime m2
�s

> 1

2
�sv2�, and treat m�s and �s as independent quantities

for simplicity.

• Fermion DM �f , with mass m�f and e↵ective interaction yf��f �̄f .

Here the ��f �̄f interaction implies that the �f �̄f combination is charged under the symmetry
that is broken by the � vev. Here �f could be a chiral fermion, obtaining its mass from the �
vev after the symmetry is broken, analogous to the fermions interacting with the Higgs field in
the SM; however, in this casem�f = yfv� . v�. Alternately, the e↵ective yf��f �̄f interaction

could have been derived from a higher dimensional operator of the form
y0f
⇤f

|�|2�f �̄f , where

⇤f is some ultraviolet (UV)-cuto↵ scale. In this case, �f does not have to carry any charge
associated with �, and its mass can be significantly larger than the symmetry breaking scale
of interest, m�f � v�, and the e↵ective coupling is yf = 2y0f v�/⇤f . A specific realization of
this (see [38]) involves � mixing with some singlet scalar S that couples to the fermion �f .
Here we remain agnostic about such underlying details and simply work with the e↵ective
interaction term yf��f �̄f . As with the scalar case, we will focus on masses larger than that
obtained from the symmetry breaking, m�f > yf v�, and consider m�f and yf as independent
parameters.

• Vector DM �v, with mass m�v and an interaction of the form 1

2
�V |�|2�

µ
v�v µ.

Again, this interaction does not necessitate that the gauge boson �v corresponds to the gauge
symmetry broken by �, as it could arise from integrating out intermediate particles (e.g. a
singlet mediator field, see [38] for more detailed discussions). For a vector boson, additional
subtleties arise from the interplay between its transverse and longitudinal modes; these aspects
will be discussed in Sec. 6.4. As in the previous two cases, we will treat the mass and coupling
as independent quantities.

In all scenarios, we will restrict ourselves to cases where DM is heavier than the scalar and the
gauge/Goldstone boson, i.e. m� > mf ,mt,mZ0 ,mG, so that DM cannot be produced from decays
of other particles in the dark sector, otherwise it can be produced from the oscillations of the scalar
field long after the bubble collisions, e↵ectively reaching a thermal abundance, in which case it
either re-establishes thermal equilibrium with the bath or tends to be overproduced and overclose
the Universe.

Note that the coupling of the scalar field � to particles far heavier than its mass can produce
radiative contributions that can lift its mass to the heavy scale, hence the hierarchy m�, v� ⌧ m�

could involve significant fine-tuning. Such concerns are best addressed in complete particle physics
models, and we ignore such considerations in our simplified framework treatment in this paper.

Finally, additional dark sector particles beyond the ones discussed above might exist, but their
existence is irrelevant as long as they do not couple more strongly to DM than the scalar � and do
not produce significant e↵ects on bubble wall dynamics; we will assume this to be the case for the
purposes of this paper.
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Figure 1: Relative contributions to scalar dark matter relic abundance from various processes as a function
of dark matter mass, for v� = 104 GeV (top row) and v� = 108 GeV (bottom row), in the absence (left
panels) or presence (right panels) of a thermal bath. See text for details.

phase space factors in these equations to enable the integral to be performed analytically, we derive
the following expression for the scalar DM relic abundance
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The two terms in the square parenthesis correspond to contributions from the two- and three-body
decays, respectively. We can see that the latter contribution dominates for m�s & 4⇡ v�, clearly
demonstrating the importance of the three-body decay channel for heavy scalar DM. We have
numerically checked that the above analytic result matches the full numerical result (obtained from
evaluating Eqs. 17, 19, 20 numerically without dropping any factors) up to an O(1) factor over the
parameter space we are interested in.

As discussed in the previous sections, several processes contribute to DM production in FOPTs
in addition to the background field dynamics at bubble collision: bubble nucleation, bubble expan-
sion (bubble wall acceleration), and annihilations of dark sector particles produced from bubble
collisions in all cases (with or without a thermal bath), as well as freeze-in from the thermal bath,
wall-plasma interactions, and collisions of accelerated particle shells in the presence of a thermal
bath of particles. In Fig. 1, we plot the relative weights of these contributions in the final DM relic
density as a function of DM mass for various parameters choices in the absence (left column) or
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Relative importance of various processes

Experiment foptimal/Hz v�/GeV mDM/GeV

Pulsar Timing Arrays (PTAs) [107] 10�8 0.1 1013 � 1016

LISA [108] 0.001 104 106 � 1015

BBO [109], DECIGO [110] 0.1 106 105 � 1013

Einstein Telescope (ET) [111], Cosmic Explorer (CE) [112] 10 108 106 � 1010

Table 1: Peak gravitational wave frequencies, corresponding scales of phase transition, and ranges of vi-
able (scalar) dark matter masses (with couplings in the range 10�4 to 1) for various existing and planned
gravitational wave experiments.

6.1 Gravitational Waves

Before delving into the details of DM production, it is worth discussing the connection with grav-
itational waves. One of the main attractive features of FOPTs in contemporary research is that
they can give rise to stochastic GW signals that can be observed with a variety of existing and
upcoming GW detectors. It is therefore judicious to examine whether the FOPTs that can produce
the correct DM relic abundance can also give sizable GW signals, which would provide a unique
observational probe of this DM production mechanism.

FOPTs can produce gravitational waves in several ways: through the scalar field energy densities
in the bubble walls after collision [4–7, 57, 75, 89–95], the production of sound waves [96–101] and
turbulence [7, 99, 102–106] in the surrounding plasma, or through energy transfer to nontrivial
spatial configurations of feebly-interacting particles [30]. In this paper, we are primarily interested
in runaway bubble configurations, where the bubble walls carry most of the energy released in the
transition, hence the GWs are primarily sourced by bubble wall collisions, i.e. the scalar field. For
such GWs, we use the peak frequency of the signal today as obtained from the results of [75], which
can be expressed as [34]

fpeak(GW) = 15 µHz
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H
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✓
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Using this relation, we can map the scale of the phase transition v� to the optimal frequencies
of various gravitational wave detectors, as shown in Table 1. The table shows the corresponding
scales of FOPTs that provide GW signals that peak at the optimal frequencies of various detectors
as determined by the above formula for some reasonable choices of parameters (�/H = 10, g⇤ =
100, ↵ = 1, cV = 0.1). For these parameter choices, we also list the viable window of DMmasses that
can be produced from bubble collisions for reasonable couplings between DM and the background
field (in the range 10�4 to 1) in each case, as derived from our calculations below (see Sec. 6.2,
Fig. 2 ; these numbers correspond to the case of scalar DM, but the numbers for fermion or vector
DM should be comparable).

Here, it is worth mentioning that if particle production (including DM production) from bubble
collisions is a strong e↵ect, it can a↵ect the subsequent production of GWs, modifying the amplitude
as well as shape of the GW signal.

6.2 Scalar Dark Matter

Consider scalar DM �s that couples to the background field � via 1

4
�s�2�2

s, and can be produced
via �⇤

p ! �2
s, ��2

s. Substituting the expressions from Eqs. 19, 20 into Eq. 42, and dropping the
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DARK MATTER PRODUCTION WITH A THERMAL PLASMA
If dark sector particles are part of the thermal bath, additional production mechanisms exist:

FREEZE-IN: Direct annihilation of scalar particles in the bath into DM

WALL-PLASMA INTERACTIONS: Scalar particles interacting with the 
boosted bubble walls can upscatter into DM

BUBBLETRON: Walls can boost scalar particles in the plasma to high energies, 
their collisions can efficiently produce DM

I. Baldes, M. Dichtl, Y. Gouttenoire, and F. Sala, arXiv:2306.15555 [hep-ph].  

A. Azatov, M. Vanvlasselaer, and W. Yin, arXiv:2101.05721 [hep-ph].  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DARK MATTER PRODUCTION WITH A THERMAL PLASMA
If dark sector particles are part of the thermal bath, additional production mechanisms exist:

FREEZE-IN: Direct annihilation of scalar particles in the bath into DM

WALL-PLASMA INTERACTIONS: Scalar particles interacting with the 
boosted bubble walls can upscatter into DM

BUBBLETRON: Walls can boost scalar particles in the plasma to high energies, 
their collisions can efficiently produce DM

I. Baldes, M. Dichtl, Y. Gouttenoire, and F. Sala, arXiv:2306.15555 [hep-ph].  

A. Azatov, M. Vanvlasselaer, and W. Yin, arXiv:2101.05721 [hep-ph].  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Figure 1: Relative contributions to scalar dark matter relic abundance from various processes as a function
of dark matter mass, for v� = 104 GeV (top row) and v� = 108 GeV (bottom row), in the absence (left
panels) or presence (right panels) of a thermal bath. See text for details.

phase space factors in these equations to enable the integral to be performed analytically, we derive
the following expression for the scalar DM relic abundance
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The two terms in the square parenthesis correspond to contributions from the two- and three-body
decays, respectively. We can see that the latter contribution dominates for m�s & 4⇡ v�, clearly
demonstrating the importance of the three-body decay channel for heavy scalar DM. We have
numerically checked that the above analytic result matches the full numerical result (obtained from
evaluating Eqs. 17, 19, 20 numerically without dropping any factors) up to an O(1) factor over the
parameter space we are interested in.

As discussed in the previous sections, several processes contribute to DM production in FOPTs
in addition to the background field dynamics at bubble collision: bubble nucleation, bubble expan-
sion (bubble wall acceleration), and annihilations of dark sector particles produced from bubble
collisions in all cases (with or without a thermal bath), as well as freeze-in from the thermal bath,
wall-plasma interactions, and collisions of accelerated particle shells in the presence of a thermal
bath of particles. In Fig. 1, we plot the relative weights of these contributions in the final DM relic
density as a function of DM mass for various parameters choices in the absence (left column) or
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FERMION DARK MATTER

ground field:

• Scalar DM �s, with mass m�s and interaction �s
4
�2�2

s.

Note that this is a renormalizable operator that can be valid to arbitrarily high scales. Since
the above interaction term produces a mass contribution

p
�s/2 v� once � obtains a nonzero

vev, we will focus on the regime m2
�s

> 1

2
�sv2�, and treat m�s and �s as independent quantities

for simplicity.

• Fermion DM �f , with mass m�f and e↵ective interaction yf��f �̄f .

Here the ��f �̄f interaction implies that the �f �̄f combination is charged under the symmetry
that is broken by the � vev. Here �f could be a chiral fermion, obtaining its mass from the �
vev after the symmetry is broken, analogous to the fermions interacting with the Higgs field in
the SM; however, in this casem�f = yfv� . v�. Alternately, the e↵ective yf��f �̄f interaction

could have been derived from a higher dimensional operator of the form
y0f
⇤f

|�|2�f �̄f , where

⇤f is some ultraviolet (UV)-cuto↵ scale. In this case, �f does not have to carry any charge
associated with �, and its mass can be significantly larger than the symmetry breaking scale
of interest, m�f � v�, and the e↵ective coupling is yf = 2y0f v�/⇤f . A specific realization of
this (see [38]) involves � mixing with some singlet scalar S that couples to the fermion �f .
Here we remain agnostic about such underlying details and simply work with the e↵ective
interaction term yf��f �̄f . As with the scalar case, we will focus on masses larger than that
obtained from the symmetry breaking, m�f > yf v�, and consider m�f and yf as independent
parameters.

• Vector DM �v, with mass m�v and an interaction of the form 1

2
�V |�|2�

µ
v�v µ.

Again, this interaction does not necessitate that the gauge boson �v corresponds to the gauge
symmetry broken by �, as it could arise from integrating out intermediate particles (e.g. a
singlet mediator field, see [38] for more detailed discussions). For a vector boson, additional
subtleties arise from the interplay between its transverse and longitudinal modes; these aspects
will be discussed in Sec. 6.4. As in the previous two cases, we will treat the mass and coupling
as independent quantities.

In all scenarios, we will restrict ourselves to cases where DM is heavier than the scalar and the
gauge/Goldstone boson, i.e. m� > mf ,mt,mZ0 ,mG, so that DM cannot be produced from decays
of other particles in the dark sector, otherwise it can be produced from the oscillations of the scalar
field long after the bubble collisions, e↵ectively reaching a thermal abundance, in which case it
either re-establishes thermal equilibrium with the bath or tends to be overproduced and overclose
the Universe.

Note that the coupling of the scalar field � to particles far heavier than its mass can produce
radiative contributions that can lift its mass to the heavy scale, hence the hierarchy m�, v� ⌧ m�

could involve significant fine-tuning. Such concerns are best addressed in complete particle physics
models, and we ignore such considerations in our simplified framework treatment in this paper.

Finally, additional dark sector particles beyond the ones discussed above might exist, but their
existence is irrelevant as long as they do not couple more strongly to DM than the scalar � and do
not produce significant e↵ects on bubble wall dynamics; we will assume this to be the case for the
purposes of this paper.
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PHENOMENOLOGY
Gravitational waves:

Experiment foptimal/Hz v�/GeV mDM/GeV

Pulsar Timing Arrays (PTAs) [107] 10�8 0.1 1013 � 1016

LISA [108] 0.001 104 106 � 1015

BBO [109], DECIGO [110] 0.1 106 105 � 1013

Einstein Telescope (ET) [111], Cosmic Explorer (CE) [112] 10 108 106 � 1010

Table 1: Peak gravitational wave frequencies, corresponding scales of phase transition, and ranges of vi-
able (scalar) dark matter masses (with couplings in the range 10�4 to 1) for various existing and planned
gravitational wave experiments.

6.1 Gravitational Waves

Before delving into the details of DM production, it is worth discussing the connection with grav-
itational waves. One of the main attractive features of FOPTs in contemporary research is that
they can give rise to stochastic GW signals that can be observed with a variety of existing and
upcoming GW detectors. It is therefore judicious to examine whether the FOPTs that can produce
the correct DM relic abundance can also give sizable GW signals, which would provide a unique
observational probe of this DM production mechanism.

FOPTs can produce gravitational waves in several ways: through the scalar field energy densities
in the bubble walls after collision [4–7, 57, 75, 89–95], the production of sound waves [96–101] and
turbulence [7, 99, 102–106] in the surrounding plasma, or through energy transfer to nontrivial
spatial configurations of feebly-interacting particles [30]. In this paper, we are primarily interested
in runaway bubble configurations, where the bubble walls carry most of the energy released in the
transition, hence the GWs are primarily sourced by bubble wall collisions, i.e. the scalar field. For
such GWs, we use the peak frequency of the signal today as obtained from the results of [75], which
can be expressed as [34]

fpeak(GW) = 15 µHz
�

H
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✓
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Using this relation, we can map the scale of the phase transition v� to the optimal frequencies
of various gravitational wave detectors, as shown in Table 1. The table shows the corresponding
scales of FOPTs that provide GW signals that peak at the optimal frequencies of various detectors
as determined by the above formula for some reasonable choices of parameters (�/H = 10, g⇤ =
100, ↵ = 1, cV = 0.1). For these parameter choices, we also list the viable window of DMmasses that
can be produced from bubble collisions for reasonable couplings between DM and the background
field (in the range 10�4 to 1) in each case, as derived from our calculations below (see Sec. 6.2,
Fig. 2 ; these numbers correspond to the case of scalar DM, but the numbers for fermion or vector
DM should be comparable).

Here, it is worth mentioning that if particle production (including DM production) from bubble
collisions is a strong e↵ect, it can a↵ect the subsequent production of GWs, modifying the amplitude
as well as shape of the GW signal.

6.2 Scalar Dark Matter

Consider scalar DM �s that couples to the background field � via 1

4
�s�2�2

s, and can be produced
via �⇤

p ! �2
s, ��2

s. Substituting the expressions from Eqs. 19, 20 into Eq. 42, and dropping the
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PHENOMENOLOGY
Gravitational waves:

Experiment foptimal/Hz v�/GeV mDM/GeV

Pulsar Timing Arrays (PTAs) [107] 10�8 0.1 1013 � 1016

LISA [108] 0.001 104 106 � 1015

BBO [109], DECIGO [110] 0.1 106 105 � 1013

Einstein Telescope (ET) [111], Cosmic Explorer (CE) [112] 10 108 106 � 1010

Table 1: Peak gravitational wave frequencies, corresponding scales of phase transition, and ranges of vi-
able (scalar) dark matter masses (with couplings in the range 10�4 to 1) for various existing and planned
gravitational wave experiments.

6.1 Gravitational Waves

Before delving into the details of DM production, it is worth discussing the connection with grav-
itational waves. One of the main attractive features of FOPTs in contemporary research is that
they can give rise to stochastic GW signals that can be observed with a variety of existing and
upcoming GW detectors. It is therefore judicious to examine whether the FOPTs that can produce
the correct DM relic abundance can also give sizable GW signals, which would provide a unique
observational probe of this DM production mechanism.

FOPTs can produce gravitational waves in several ways: through the scalar field energy densities
in the bubble walls after collision [4–7, 57, 75, 89–95], the production of sound waves [96–101] and
turbulence [7, 99, 102–106] in the surrounding plasma, or through energy transfer to nontrivial
spatial configurations of feebly-interacting particles [30]. In this paper, we are primarily interested
in runaway bubble configurations, where the bubble walls carry most of the energy released in the
transition, hence the GWs are primarily sourced by bubble wall collisions, i.e. the scalar field. For
such GWs, we use the peak frequency of the signal today as obtained from the results of [75], which
can be expressed as [34]

fpeak(GW) = 15 µHz
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Using this relation, we can map the scale of the phase transition v� to the optimal frequencies
of various gravitational wave detectors, as shown in Table 1. The table shows the corresponding
scales of FOPTs that provide GW signals that peak at the optimal frequencies of various detectors
as determined by the above formula for some reasonable choices of parameters (�/H = 10, g⇤ =
100, ↵ = 1, cV = 0.1). For these parameter choices, we also list the viable window of DMmasses that
can be produced from bubble collisions for reasonable couplings between DM and the background
field (in the range 10�4 to 1) in each case, as derived from our calculations below (see Sec. 6.2,
Fig. 2 ; these numbers correspond to the case of scalar DM, but the numbers for fermion or vector
DM should be comparable).

Here, it is worth mentioning that if particle production (including DM production) from bubble
collisions is a strong e↵ect, it can a↵ect the subsequent production of GWs, modifying the amplitude
as well as shape of the GW signal.

6.2 Scalar Dark Matter

Consider scalar DM �s that couples to the background field � via 1

4
�s�2�2

s, and can be produced
via �⇤

p ! �2
s, ��2

s. Substituting the expressions from Eqs. 19, 20 into Eq. 42, and dropping the
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PHENOMENOLOGY
Gravitational waves:

Experiment foptimal/Hz v�/GeV mDM/GeV

Pulsar Timing Arrays (PTAs) [107] 10�8 0.1 1013 � 1016

LISA [108] 0.001 104 106 � 1015

BBO [109], DECIGO [110] 0.1 106 105 � 1013

Einstein Telescope (ET) [111], Cosmic Explorer (CE) [112] 10 108 106 � 1010

Table 1: Peak gravitational wave frequencies, corresponding scales of phase transition, and ranges of vi-
able (scalar) dark matter masses (with couplings in the range 10�4 to 1) for various existing and planned
gravitational wave experiments.

6.1 Gravitational Waves

Before delving into the details of DM production, it is worth discussing the connection with grav-
itational waves. One of the main attractive features of FOPTs in contemporary research is that
they can give rise to stochastic GW signals that can be observed with a variety of existing and
upcoming GW detectors. It is therefore judicious to examine whether the FOPTs that can produce
the correct DM relic abundance can also give sizable GW signals, which would provide a unique
observational probe of this DM production mechanism.

FOPTs can produce gravitational waves in several ways: through the scalar field energy densities
in the bubble walls after collision [4–7, 57, 75, 89–95], the production of sound waves [96–101] and
turbulence [7, 99, 102–106] in the surrounding plasma, or through energy transfer to nontrivial
spatial configurations of feebly-interacting particles [30]. In this paper, we are primarily interested
in runaway bubble configurations, where the bubble walls carry most of the energy released in the
transition, hence the GWs are primarily sourced by bubble wall collisions, i.e. the scalar field. For
such GWs, we use the peak frequency of the signal today as obtained from the results of [75], which
can be expressed as [34]

fpeak(GW) = 15 µHz
�

H
g1/6⇤

✓
T⇤

103GeV

◆
= 20 µHz

�/H

g1/12⇤

✓
(1 + ↵)

↵
cV

◆1/4 ⇣ v�
103GeV

⌘
. (43)

Using this relation, we can map the scale of the phase transition v� to the optimal frequencies
of various gravitational wave detectors, as shown in Table 1. The table shows the corresponding
scales of FOPTs that provide GW signals that peak at the optimal frequencies of various detectors
as determined by the above formula for some reasonable choices of parameters (�/H = 10, g⇤ =
100, ↵ = 1, cV = 0.1). For these parameter choices, we also list the viable window of DMmasses that
can be produced from bubble collisions for reasonable couplings between DM and the background
field (in the range 10�4 to 1) in each case, as derived from our calculations below (see Sec. 6.2,
Fig. 2 ; these numbers correspond to the case of scalar DM, but the numbers for fermion or vector
DM should be comparable).

Here, it is worth mentioning that if particle production (including DM production) from bubble
collisions is a strong e↵ect, it can a↵ect the subsequent production of GWs, modifying the amplitude
as well as shape of the GW signal.

6.2 Scalar Dark Matter

Consider scalar DM �s that couples to the background field � via 1

4
�s�2�2

s, and can be produced
via �⇤

p ! �2
s, ��2

s. Substituting the expressions from Eqs. 19, 20 into Eq. 42, and dropping the
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Suppressed matter power spectrum:

Bubble collisions produce DM with large boosts -> long free-streaming lengths. 
suppressed matter power spectrum that could provide measurable effects for future 
cosmological observations? 

Gravitational interactions:

Possible to produce ultraheavy DM close to the Planck scale; for such massive particles, 
individual gravitational interactions might be detectable (e.g. Windchime project) 



APPLICATION II: MATTER-ANTIMATTER ASYMMETRY
CATALDI, SHAKYA, 2406.XXXXX

See Martina’s talk 

tomorrow at QU day
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• Can such particle production affect GW signals from bubble collisions?                                                 
(work in progress w/ Keisuke Inomata, Marc Kamionkowski, Kentaro Kasai) 


• Study cosmological/ astrophysical properties of dark matter produced from 
bubble collisions


• Improved numerical studies of the collision process

• How to make the formalism gauge invariant?

• Applications to BSM setups (probe GUT physics?)

• …

FUTURE DIRECTIONS
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• First order vacuum decay with runaway bubbles can produce 
the most energetic configuration to ever exist in our cosmic 
history, within a few orders of magnitude of the Planck scale


• Collisions of such bubbles leads to particle production with 
ultrahigh mass, energy: an unavoidable phenomenon.


• Recent work: Improved conceptual understanding and numerical 
results, which show that such ultrahigh processes are only power law 

suppressed.


• Possible to produce ultraheavy dark matter up to 1016 GeV from 
phase transitions at scales as low as sub-GeV


• Leptogenesis with heavy right-handed neutrinos MN ~1014 GeV 


SUMMARY
ULTRA-HIGH-ENERGY PARTICLES FROM VACUUM DECAY

THANK YOU FOR YOUR ATTENTION!


