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2018 - 2024: High Throughput Data Analysis

HTDA
® O

Throughput Optimized Analysis System
(TOPAS) hosted at GridKa

@ ~2200 CPU cores, 56 Nvidia GPUs (V100,
V100S, A100)

@ Each node has a 100Gb/s network
connection

® 1PB CEPH disk cache

@ 200 Gb/s uplink to background storage
and LHCONE/OPN

@ HTCondor Batch System
® Backfilling with WLCG jobs in place
® Throughput of 1.2 PB per day
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2018 - 2024: High Throughput Data Analysis

HTDA

Throughput Optimized Analysis System
(TOPAS) hosted at GridKa

@ ~2200 CPU cores, 56 Nvidia GPUs (V100,
V100S, A100)

@ Each node has a 100Gb/s network
con neCthn c Total Volume per Day (10 Nodes)

] —ii— Distributed File System (160 Disks)
® 1PB CEPH disk cache

@ 200 Gb/s uplink to background storage
and LHCONE/OPN
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@ HTCondor Batch System
® Backfilling with WLCG jobs in place
® Throughput of 1.2 PB per day 0 100 200 300 400 500
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2025 - ...: High Throughput Analysis Facility

@ (Capital) procurement for next generation analysis
cluster started

@ In-kind funding secured thanks to KIT Strategy Funds
and ETP

@ DFG proposal to double the in-kind funding in
preparation

11un

vx\w\\

l

\
\

—_—
—_—
p——
pm—
—
—_—
E——

® Design phase of the cluster has started
® Based upon HTCondor or K8S
® CPUs + GPUs
® NVMe Cache (300 TB)
® 100 Gb/s per node
B 4x100 Gb/s uplink
® Extension of background storage (dCache)

Resources can be shared within ErUM-Data AF
consortium
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Batch vs. Interactive Utilization ﬂ(IT

HTConaYr

e Most common resource and application
scheduler in HEP computing ecosystem

" Spark

e Targets interactive workload

e Small task granularity (~ TMB) allows to scale

e Users submit their jobs in long queues, out smaller workloads with low latency
preventing interactiveness

L . L e Bad resource utilization if no user performs
e Targets efficient job scheduling maximizing , | ,
the resource utilization analysis, e.g. due to daytime working hours

— Cost efficient — Expensive

Can we have the best of two worlds?

Slide from Vincenzo Eduardo Pardulano.
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https://indico.physik.uni-muenchen.de/event/117/contributions/535/attachments/273/638/interactive_distributed_computing_hep_multi_managed_cluster.pdf
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Batch vs. Interactive Utilization - Idea
Of KBS

1.  Run HTCondor as the resource manager on the cluster

2. Getfrom HTCondor resources quickly if a user submits a Spark application

3. Register these resources on the Spark backend side (YARN)

4. Share the newly allocated resources of the Spark cluster between multiple users to
minimize further latency

5. Give resources back to HTCondor if the utilization of the Spark cluster drops again

This needs a coordination layer!

Slide from Vincenzo Eduardo Pardulano.

Manuel Giffels ETP & SCC


https://indico.physik.uni-muenchen.de/event/117/contributions/535/attachments/273/638/interactive_distributed_computing_hep_multi_managed_cluster.pdf

COBalID/TARDIS as Coordination Layer ﬂ(IT

e A dynamic resource integration system, developed at KIT
e |nour use case:
e |[tisaservice running alongside of HTCondor and Spark/YARN
e |[tis able to monitor and control utilization and allocation of
physical resources

e Our first (basic) approach at coordinating the cluster resources:

e Start good things |
If user applications are running, allocate resources to Spark TAH IS
e Stop bad things

Remove idle resources from Spark and give them back to HTCondor

Slide from Vincenzo Eduardo Pardulano.
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https://indico.physik.uni-muenchen.de/event/117/contributions/535/attachments/273/638/interactive_distributed_computing_hep_multi_managed_cluster.pdf

Dynamic Interactive Analysis Cluster

® Find the balance between interactive Multi-managed computing
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Iresources

and batch utilization on analysis clusters Controller

Request
resources

@ |dea: Deploy on-demand Apache Spark
analysis cluster on HTCondor or K8S

@ COBalD/TARDIS perfectly suited todo s
the balancing depending on utilization OO Gt status and

Y
get remove signal

HTCondor adapter

Request usage metrics and
removal of resources

YARN adapter

Get status
and signal removal
Get usage

and demand é Drone

® \Why Apache Spark? Cluster can be S R

I . N .
Scheduler for interactive

S h d red amon g d |ffe re nt users. E applications E Eand distributed analysis ¥

| - .
 Interactive user

> Resource database metrics and
set resources

5! YARN scheduler

CIUSter, Nno mUItl'user SChedUI|ng i Spark application

@ Why not Dask? Each user need its own Spark application ;//’/ / \ E

possible.
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Towards Federated Shared Analysis Facilities A\‘(IT

A future interactive analysis infrastructure JupyterHub Grid CE Login Nods
should ... : | -
B ... be based on a federated compute v v
infrastructure supplemented by multiple TARN) 0BS "oes
entry points (geographically and method) _
B ... allow for dynamic deployment of different —’TAIS‘—
kind of clusters, batch (e.g. HTCondor) vs. w
interactive (e.g. Apache Spark) ) v ) v . ! .
B ... allow for fair-sharing resources between s e || Wrcender
different users ) f a a f 7
@ ... provide high network bandwidth to Grid /L
storage systems holding the data e,

Storage
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PoC: Computing Infrastructure for DARWIN

IAM Instance

Cluster

Direct Resource

aCCesSs

HTConddr N

Interactive
Access
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Indirect Resource
access
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Computing Sites

£ HTConddr
Grcria o

Compute and/or Storage

HICond%r
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Compute and/or Storage

SITE #3
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Compute and/or Storage

See Sebastian’s talk this morning!
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Summary

| KIT provides and will provide dedicated
resources for analysis users

@ Focus on dynamic interactive analysis cluster
approach using COBalD/TARDIS to solve
batch vs. interactive utilization challenge

@ KIT resources will be available to project
partners in ErUM-Data AF consortium

B Some experiences are available due to a
common project with ROOT developers in
ErUM-Data IDT-UM

@ Recently got a part time PhD student to work
on reviving the dynamic interactive analysis
cluster approach from this common project
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Backup
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Why not Dask?

A future interactive analysis infrastructure
should ... :

@ ... allow for fair-sharing resources between
different users
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Dask:

® One cluster can only be used by
one user

@ High potential of idle resources
during code development

@& Proper culling could reduce
inefficient compute utilization, but
might annoy users (cluster
recreation)

@ No averaging effect for large user
base
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