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Background
● Simulating collider events happens in aprox 4 steps;

– Hard process (matrix element calculation)
– Hadronisation + radiation
– Detector interactions < computationally exspensive
– Reconstruction

● The model in this paper generates partially reconstructed output with conditioning from the particles generated before hadronisation and radiation.

ATLAS compute 2018
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In pictures;
Skip steps

They are actually 
using Dephes as a 
detector simulator.
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ML m
odel

s use
dpid = particle-id, 

reco = reconstructed
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ML m
odel

s use
d

N × (px, py, pz, e, pid)

N × normalised
(px, py, pz, e, pid)

“Input token”

pid multiplicities

pid = particle-id, 
reco = reconstructed
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ML m
odel

s use
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N × (px, py, pz, e, pid)

N × normalised
(px, py, pz, e, pid)

“Input token”

pid multiplicities

pid = particle-id, 
reco = reconstructed

Log prob of predicted 
reco pid multiplicities

Predicted reco 
pid multiplicities

N reco × (px, py, pz, e, 
pid) reco
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ML m
odel

s use
d

N × (px, py, pz, e, pid)

N × normalised
(px, py, pz, e, pid)

“Input token”

pid multiplicities

pid = particle-id, 
reco = reconstructed

Log prob of predicted 
reco pid multiplicities

Predicted reco 
pid multiplicities

Noise

Noised reco 
(px, py, pz, e) 

with pid 
“learnable tokens” 

from the Multiplicity 
predictor.

N reco × (px, py, pz, e, 
pid) reco

Raw predictions of 
(px, py, pz, e, pid) 
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ML m
odel

s use
d

N × (px, py, pz, e, pid)

N × normalised
(px, py, pz, e, pid)

“Input token”

pid multiplicities

pid = particle-id, 
reco = reconstructed

Log prob of predicted 
reco pid multiplicities

Predicted reco 
pid multiplicities

Noise

Noised reco 
(px, py, pz, e) 

with pid 
“learnable tokens” 

from the Multiplicity 
predictor.

N reco × (px, py, pz, e, 
pid) reco

N reco × normalised  
(px, py, pz, e, pid) reco

predicted
N reco × normalised  

(px, py, pz, e, pid) reco

Raw predictions of 
(px, py, pz, e, pid) 
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ML m
odel

s use
d

https://sebastianraschka.com/blog/2023/self-attention-from-scratch.html

Self attention
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ML m
odel

s use
d

https://uvadlc-notebooks.readthedocs.io/en/latest/tutorial_notebooks/tutorial6/Transformers_and_MHAttention.html

Multiheaded self 
attention performs 
several independent self 
attention computations in 
parralel, then combines 
the results with a 
weighted sum.

Self attention
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ML m
odel

s use
d

https://sebastianraschka.com/blog/2023/self-attention-from-scratch.html

Evaluate 
sequence 2, using 
the queries of 
sequence 1

Cross attention
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ML m
odel

s use
d Normallising flow

https://lilianweng.github.io/posts/2018-10-13-flow-models/
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ML m
odel

s use
d Score based modelIt’s mathematically equivalent to 

a continuous time diffusion 
model.

https://arxiv.org/abs/2011.13456
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Data and training
● Dataset is 50mil top quark pair production events. 
● All decays (leptonic, semileptonic and hadronic) are included.
● Cuts are made on the dataset to exclude events that are hard to reconstruct. For example, jets are required to have |η| < 2.5.
● After cuts ~80% of the dataset remains.
● Model is trained end to end for 300 epoch

– Except that in the first 2 epochs, the Multiplicty predictor is replaced with true multiplicites.
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Results

Very good agreement overall.
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Initial comments
● Skipping the detector stage entirely makes the model harder to validate.
● Without the detector stage, this model is specific to the reconstruction algorithms used (but then calibration generally is anyway).
● No pileup, no MPI, not sure about ISR and other noise?
● Could it have been simplified?



PIPPIN: Generating variable length full events from partons

Guillaume Quétant,1, 2, ∗ John Andrew Raine,1 Matthew Leigh,1 Debajyoti Sengupta,1 and Tobias Golling1

1Département de Physique Nucléaire et Corpusculaire, University of Geneva, Switzerland
2Département d’Informatique, University of Geneva, Switzerland

This paper presents a novel approach for directly generating full events at detector-level from

parton-level information, leveraging cutting-edge machine learning techniques. To address the chal-

lenge of multiplicity variations between parton and reconstructed object spaces, we employ trans-

formers, score-based models and normalizing flows. Our method tackles the inherent complexities

of the stochastic transition between these two spaces and achieves remarkably accurate results. The

combination of innovative techniques and the achieved accuracy demonstrates the potential of our

approach in advancing the field and opens avenues for further exploration. This research contributes

to the ongoing efforts in high-energy physics and generative modelling, providing a promising direc-

tion for enhanced precision in fast detector simulation.

I. INTRODUCTION

In the realm of high-energy physics, the simulation of

particle collisions is a crucial tool for the downstream

analysis of the huge amount of data produced by collider

experiments. The classical generation of these simulated

events is a complex task. By far the most computationally

taxing subtask is the propagation of particles through

the detectors, accounting for the interactions with the

detector material and modelling the secondary radiation

showers this produces. This process is usually performed

using Monte Carlo (MC) full simulation tools such as

Geant4 [1], or by faster, yet less accurate, parametrised

simulation tools such as Delphes [2]. This is where ma-

chine learning comes into play, with the hope of bridging

the gap between the speed of the fast simulators and the

accuracy of the full ones.

The full simulation pipeline can be broken down into

several subtasks. The first step is the event generation via

matrix element calculation which simulates the hard pro-

cess of the collision. This is typically done using MC event

generators such as Pythia [3] or MadGraph5 [4], and

the output of this step is a collection of partons. Next, the

∗ guillaume.quetant@unige.ch

partons are used to simulate lower energy QCD processes

such as radiation and hadronisation. This occurs before

they hit the detector material and greatly increases the

number of particles produced by the collision. Follow-

ing this, all stable particles are propagated through the

detector material, where they can interact with it and

produce secondary particles. This showering process is

typically the most computationally expensive part of the

simulation. Finally, the deposited energy in the detector

is digitised and reconstructed into objects such as jets,

leptons and missing transverse energy (MET).

Several approaches have been proposed to replace parts

of the pipeline with machine learning models, starting

from the matrix element calculation and hard scatter-

ing event generation [5–11]. Other approaches focus on

the time-consuming material interactions and detector

response parts, both in terms of image [12–20] and point

cloud [21–25] generation, with score-based generative

models being applied with particular success to the lat-

ter [26–29]. While these are valid and well-motivated uses

of machine learning, one can argue that a more ambitious

goal would be to replace most of the simulation chain

from hadronisation, showering and detector simulation to

digitization and reconstruction [30–36]. The model would

generate the reconstructed objects from random noise
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FIG. 1. Diagram of the global architecture and the training

processes of the PIPPIN model. It is made of two Transformer

Encoders, which encode the partons, a Multiplicity Predictor,

which predicts the number of reconstructed objects, and a

PIP-Droid Generator, which conditionally generate these re-

constructed objects.

and may include conditioning by the partons from the

event generator. We present a novel method called Par-

ticles Into Particles with Permutation Invariant Network

(PIPPIN) to directly generate variable length full event

point clouds at detector-level from parton-level informa-

tion.

The PIPPIN model is based on the combination of

transformers [37], score-based models [38], and normaliz-

ing flows [39]. A peculiarity of our model is its permuta-

tion invariance, an especially relevant feature to process

unordered sets of particles. In addition, such sets of par-

ticles can have a variable number of elements, which is a

challenge that PIPPIN takes up by predicting the num-

ber of outputs it has to generate. This means that we do

not need to train a separate model for each multiplicity,

truncate the output to a desired number of particles or

capitalise on autoregressive generation. On the contrary,

the model can directly generate any number of particles

while preserving correlations based on the input. Fur-

thermore, this property allows to generate events with a

fixed number of particles of each type, which can be use-

ful for filtering the simulation by restraining the phase

space. Another important feature of the PIPPIN model

is its conditional nature, which allows either to change

the properties of the generated events depending on the

chosen input particles or to fix them in order to stochas-

tically generate multiple instances from the same input.

A related approach can be found in [34], with the main

differences being that a) our inputs contain multiple par-

tons of different natures instead of a single quark, b) our

dataset is much larger but contains single pairs of input

and output rather than several resimulated outputs per

input, and c) our model uses score-based training and

generation.

The case-study for our method is the simulation of

top quark pair events in proton-proton collisions at the

Large Hadron Collider (LHC), whose final state partons

are used as input to the model to produce the full event

at detector-level, also denoted as reconstructed objects.

The main contributions of this paper are:1

• The introduction of a novel method to generate

variable length full events at detector-level from

parton-level information, leveraging cutting-edge

transformers, score-based models and normalizing

flows.

1 Code is available at https://github.com/rodem-hep/pippin.

Data is available at https://zenodo.org/records/12117432.

https://github.com/rodem-hep/pippin
https://zenodo.org/records/12117432
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• A detailed study of the performance of the PIPPIN

model in the context of top quark pair production

at the LHC.

• The description and release of a new inclusive

dataset of top quark pair events.

It should be noted that, despite the ambitions behind

such an approach, a fundamental limitation arises when-

ever one wishes to generate full events rather than indi-

vidual objects, namely the process-dependent nature of

the simulation. We leave studies on the exploitation of the

generalisation capabilities of the PIPPIN model, through

its inclusive extension to a wider range of processes, to

future work.

II. DATASET

In this work, we focus on the simulation of pairs of top

quarks (tt̄) produced in proton-proton collisions at a cen-

tre of mass energy
√

s = 13 TeV. The hard interactions

as well as parton shower and hadronisation is performed

using Pythia (v8.307) [3] with the Monash tuned set of

parameters [40], using the NNPDF2.3LO PDF set [41] in

the LHAPDF [42] framework, at leading order accuracy

in both QCD and Electroweak interactions.

During event generation no constraints are placed on

the decays of the top quarks or W bosons in the hard

scatter, in order to capture the full range of final state

particles. Top quarks decay to a W boson and a b-quark

with a branching fraction over 99%. The W bosons then

decay to a pair of quarks or to a charged lepton and a neu-

trino. Events can be categorised based on these decays

into all-hadronic (0ℓ), semi-leptonic (1ℓ) and di-leptonic

(2ℓ) events. In this categorisation we consider decays with

tau leptons as semileptonic regardless of whether they

decay hadronically or leptonically.

The detector response simulation is performed using

Delphes [2] (v3.4.2) with a parametrisation consistent

with the ATLAS detector [43].

Jets are clustered using the anti-kt algorithm [44] with

a radius parameter of R = 0.4 using the FastJet pack-

age [45]. They are required to fall within |η| < 2.5 and

to have a minimum transverse momentum pT > 25 GeV.

In addition to their four-momenta, jets are assigned a

binary label corresponding to whether they pass a simu-

lated b-jet identification algorithm, identifying jets which

originate from b-hadrons (b-jets). A similar τ -jet iden-

tification algorithm is simulated, identifying jets which

originate from hadronically decaying tau leptons.

Reconstructed electrons and muons are required to fall

within |η| < 2.5 and to have a minimum transverse mo-

mentum pT > 15 GeV. They are represented by their as-

sociated charge in addition to their four-momenta. The

reconstructed missing transverse momentum (p⃗miss
T ) of

the event is calculated from the negative vector sum of

all reconstructed visible particles.

All events with a minimum of 2 and a maximum of

16 jets are considered. No requirement is placed on the

number of b-jets or leptons, though only up to the leading

two leptons ordered in descending pT are considered.2

In addition to the detector-level reconstructed objects,

the four-momenta of the six parton-level final state parti-

cles (quarks, charged leptons and neutrinos) as well as for

the two top quarks and W bosons are kept for each event.

Truth association of reconstructed jets to the quarks from

the tt̄ decay (two quarks in the case of di-leptonic de-

cays and up to six in the case of all-hadronic decays) is

performed using ∆R matching.3 Quarks are matched to

jets within ∆R < 0.4. In order to remove ambiguity in

the reconstruction of W bosons and the top quarks from

detector objects, an additional requirement is placed on

events that no two jets are matched to the same par-

ton, and no two partons are matched to the same jet. It

2 This affects 0.002% of all events, corresponding to 0.1% of the

events with at least two reconstructed leptons.
3 From the pseudo-rapidity difference ∆η and the azimuthal an-

gle difference ∆ϕ, one expresses the angular distance as ∆R =√
(∆η)2 + (∆ϕ)2.
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should be noted that this selection is not necessary for

PIPPIN, and for a final model would be removed in or-

der to preserve the event phase space from the original

sample.4

In total there are 50 million events, of which 40.4 mil-

lion pass the selection criteria after reconstruction. These

correspond to approximately 18.6 million all-hadronic,

17.8 million semi-leptonic, and 4.1 million di-leptonic

events based on the decays of the tt̄ pair. We use 37 mil-

lion events for training and 0.8 million for validation of

the PIPPIN model; the remaining 2.4 million events are

reserved for evaluation.

III. METHOD

PIPPIN is a conditional generative model that takes an

unordered set of partons and outputs an unordered set

of the reconstructed objects. Each element of both sets

is described by their four-momenta. The model is made

of four main components: two Transformer Encoders, the

Multiplicity Predictor and the PIP-Droid Generator, as

shown in Fig. 1.

The Transformer Encoders are two nearly identical5

self-attention transformers [37], as shown in Fig. 2 (left),

whose role is to encode the parton point cloud into latent

representations further used by the other components of

the model. The representation from the first encoder is

used as input to the Multiplicity Predictor, while the

final representation from the second encoder is used as

conditional input to the PIP-Droid Generator.

The role of the Multiplicity Predictor is to estimate

the number and type of reconstructed objects needed in

the output point cloud. It is composed of three blocks,

as shown in Fig. 3: a multilayer perceptron that predicts

4 This removes 16.5% of all events, with a higher fraction aris-

ing from the all-hadronic and semi-leptonic channels than di-

leptonic, due to the higher jet and quark multiplicities.
5 Only the input dimension differs.

the probability that each of the input partons leads to a

reconstructed object, a cross-attention transformer that

extracts a global representation of the input point cloud,

and a rational quadratic neural spline coupling normaliz-

ing flow [39] that predicts the multiplicity of each particle

type in the output point cloud. Both the presence pre-

dictor and the global representation extractor are con-

ditioned on the multiplicity of each particle type in the

input point cloud, while the normalizing flow is condi-

tioned on the extracted global representation. We use

the CDF-Dequantization method introduced in Ref. [25]

in order to preprocess the discrete multiplicity into con-

tinuous data to train the normalizing flow.

Finally, the PIP-Droid Generator is an adapted ver-

sion of the PC-Droid score-based model [26, 27] that

uses transformer decoder layers instead, as shown in

Fig. 2 (right), in order to condition the denoising pro-

cess using the encoded input point cloud. As in Ref. [27],

we use the score-based framework of Ref. [38] including

how we precondition our network using cin, cout, and cskip

functions in order to predict the original sample x0 after

perturbing it with scaled gaussian noise xt = x0 + t · ϵ,

with ϵ ∼ N (0, I) and t ∈ [0, 80].

As a conditional model, the PIP-Droid Generator takes

as input the encoded parton point cloud, as well as the

number of output tokens and their associated particle

type, as given by the Multiplicity Predictor. During train-

ing, the true multiplicity is used for the first two epochs

as the Multiplicity Predictor training is delayed for stabil-

ity purpose. During generation, the predicted number of

random tokens are sampled from a standard normal dis-

tribution and fed into the PIP-Droid Generator, which

performs several denoising steps leading to the final out-

put point cloud. In addition, a learnable token, specific

to each particle type, is added to the input at each step

as we observed that without this, the training was prone

to collapse.

More details on the internal architecture and the train-

ing parameters can be found in Appendix A. Several im-
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Noise
Strength

FIG. 2. The Transformer Encoder architecture (left), which

encodes the parton point cloud and the PIP-Droid Generator

architecture (right), which denoises random tokens with type

encoding into reconstructed objects, conditioned on the par-

ton point cloud.

portant features of the PIPPIN model are worth high-

lighting here.

Due to the permutation equivariant nature of trans-

formers and the permutation invariant cross-attention

operation used by the Multiplicity Predictor and the PIP-

Droid Generator, the model as a whole is invariant to

permutations of the input point cloud. This property is

crucial when dealing with sets of particles, such as a cou-

ple of leptons and several jets, for which any imposed

order is weakly motivated. In addition, since it is trained

on multiple top quark decay channels at once, the model

must handle this wide variety of inputs and outputs. The

multiplicity distribution depends on the decay channel,

which further increases the variability of the output point

clouds. By learning to generate all these different types

of point cloud, the PIPPIN model is expected to have a

great capacity for generalisation.

One advantage of conditional generation is that the in-

put point cloud can be modified before it is fed into the

model, allowing the output point cloud to be generated

accordingly. One can add partons to the input, or change

their energy or direction, and generate new events based

on these changes. Moreover, by removing the Multiplicity

Predictor from the generation pipeline, one can use the

model to generate point clouds with a fixed number of

particles of each type, filtering the simulation and allow-

ing for increased control over the generation process. The

Multiplicity Predictor also predicts the probability for a

parton to be present in the detector-level reconstructed

point cloud. Partons can be lost by falling outside the ac-

ceptance region of the detector, or due to reconstruction

inefficiency, because the parton is not energetic enough

to be distinguished from noise, or is too close to another

parton to be resolved. This additional task greatly assists

the model in learning the correct number of particles to

generate, as well as their kinematic properties, since par-

tons provide a strong target for the reconstructed objects.

The additional reconstructed objects are still condition-

ally generated, since they initially originate from parton

radiations, but the model can learn that they are not the

direct deposit of a parton.

The attention mechanism at the heart of transformers

allows each token to attend to every other token, mean-

Cross-
Attention

Transformer

Global
Representation

Input
Tokens

Random
Noise

Output
Multiplicity

Input
Multiplicity

Normalizing
Flow

+

Output
Tokens

Multilayer
Perceptron

FIG. 3. The Multiplicity Predictor architecture. The partons

presence is predicted and residually added to the encoded

parton point cloud. Then, a global representation of the new

encoded parton point cloud is learnt and conditionally used

to sample the output multiplicity.
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ing that the values of the output tokens are all correlated.

This is relevant to generate unordered sets of particles,

as it allows the model to learn correlations between them

and thus to generate more realistic point clouds. In addi-

tion, compared to an autoregressive method, the PIPPIN

model does not create a hierarchy between the particles,

which is better suited to the unordered nature of the

data. Moreover, since both the Multiplicity Predictor and

the PIP-Droid Generator are conditional networks that

take as input random noise, the model can be used to gen-

erate multiple outputs from the same input point cloud.

Two main advantages come from this property. First, it

may allow the model the properly learn the distinction

between the content of the data, namely the physical na-

ture of the point clouds such as the type of particles and

features, and the style of the data, namely the statistical

properties of the point clouds such as the distribution of

the features. Second, it can be used to estimate part of

the systematic uncertainty of the generation, by generat-

ing multiple instances of the same process and assessing

its variability.

IV. RESULTS

The results are presented following the model pipeline.

First, we present the estimations of the Multiplicity Pre-

dictor both in terms of parton presence in the recon-

structed objects and the multiplicity of the outputs. Sec-

ond, we show the outputs of the PIP-Droid Generator,

i.e. the reconstructed object kinematics. Third, we per-

form an additional study of the kinematics of the under-

lying particles that initiated the partons. Note that for

each plot in this section, the uncertainties for PIPPIN

are estimated as the standard deviation over 5 generated

sets initialised with different seeds, while for MC they are

assumed to follow a Poisson distribution.
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FIG. 4. Marginal distributions of the learnt reco-level mul-

tiplicities. Left: The multiplicity of the leptons in the recon-

structed objects. Right: The multiplicity of the jets in the

reconstructed objects. The grey area corresponds to the orig-

inal MC simulation and the orange line to the output of the

PIPPIN model. The bottom plots show the ratios of the his-

tograms with respect to MC and the uncertainties as shaded

areas.

A. Multiplicity prediction

The first main step of the PIPPIN model is to pre-

dict the number of particles of each type that should be

present in the reconstructed point cloud based on the

input point cloud. Fig. 4 shows the marginal distribu-

tions of the predicted multiplicity N for the leptons and

the jets. One can observe a perfect agreement between
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FIG. 5. 2D marginal distributions of the learnt reco-level

multiplicities. Left: The multiplicity of the leptons in the re-

constructed objects. Right: The multiplicity of the jets in the

reconstructed objects. The x-axis corresponds to the original

MC simulation and the y-axis to the associated output of the

PIPPIN model.
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the predicted and true lepton multiplicity. The jet multi-

plicity is also nearly perfectly predicted overall, but the

model tends to slightly underestimate their number, hav-

ing difficulties with events containing more than 14 jets.

However, this tail of the distribution represents a tiny

fraction of the events.

The corresponding 2D marginal distributions shown in

Fig. 5 give more insight into how the input partons influ-

ence the predicted reconstructed object multiplicity. We

recall here that the Multiplicity Predictor is conditioned

on the input parton multiplicity and an encoded repre-

sentation of the partons themselves, together with the

estimated probability of presence of each of them in the

output. A perfect agreement between the truth and the

prediction would be a diagonal. We observe that indeed

most events are close to it. However, due to the intrinsic

stochasticity of the process, a spread around the diago-

nal is inevitable, as clearly seen for the jet multiplicity

in Fig. 5 (right). The model is therefore not expected to

predict the exact truth, but rather to learn the distri-

bution of the reconstructed object multiplicity given the

input partons. The 2D histograms confirm this expected

behaviour.

In addition, Fig. 6 shows a selected summary of the

presence prediction, or matchability, gathered by under-

lying intermediate and final particles. A particle is con-

sidered present, or matched, if all its decay products,

or partons, are present in the reconstructed objects of

the event. As mentioned above, a parton may be missing

due to acceptance and efficiency effects, namely detector

blind regions, noise thresholds or resolution limitations.

On the left plot, from left to right, the first bin shows the

proportion of events for which all 6 partons are matched

to form the tt̄ pair, the second bin for which the 4 par-

tons originating from the W bosons are matched, the

third bin for which the 2 b-quarks are matched, etc. In-

tuitively, the b and b̄-quark bins are expected to be the

most populated, as they require a single parton to be

matched to a reconstructed object per event. The bb̄ bin
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FIG. 6. Marginal distributions of the learnt event-level

matchability. Left: The matchability for the intermediate un-

derlying particles and the b-quarks. Right: The matchability

for the final state particles, namely the partons. The grey area

corresponds to the original MC simulation and the orange line

to the output of the PIPPIN model. The bottom plots show

the ratios of the histograms with respect to MC and the un-

certainties as shaded, but invisible, areas.

contains the intersection of the two and is therefore ex-

pected to be slightly less populated. The W boson bins

also require two partons to be matched, one of which be-

ing sometimes a neutrino. This adds a layer of complexity

to the matching, which is reflected in the lower popula-

tion of these bins. The t and t̄ bins being the intersection

of the W boson and b-quark bins, they are also slightly

less populated. Finally, the tt̄ bin requires all 6 partons to

be matched and is therefore the least populated. On the

right plot, the bins simply show the proportion of events

for which each of the 6 partons are individually matched.

We observe a reasonably good agreement between the

predicted and true presence, with a slight overestimation

in all cases. This means that the model has a conservative

tendency, trying to keep the partons in the reconstructed

objects more often than the imperfect detector response

would allow. The exact reasons behind this behaviour

are not clear, but one has to keep in mind that the his-

tograms show the matchability as a binary variable, while

the model predicts a probability of presence for each par-

ton. Furthermore, the presence prediction is not a critical
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quantity for the model to produce accurate output point

clouds, but rather a helpful auxiliary task. Therefore, the

observed discrepancy is not a major concern.

B. Kinematic properties

Each particle in the point clouds is represented by a

set of four features: its transverse momentum, pseudo-

rapidity, azimuthal angle, and mass (for the partons) or

energy (for the reconstructed objects). The marginal dis-

tributions of the energy and transverse momentum are

shown in Fig. 7 for the jets and in Appendix B for the

other reconstructed objects. Apart from an underesti-

mated number of high-energy and transverse momentum

jets, and an overestimate of very high-energy jets, likely

due to a low statistics in the tails of the distributions,

and an overestimate of very low-energy and transverse

momentum jets, likely due to the sharp cut at zero, one

can observe a very good agreement between the predicted

and true histograms. This good agreement is expected as

the PIP-Droid Generator score-based model is trained on

these features.

The 2D marginal distributions in Fig. 8 lead to the

same conclusion. The diagonals are well populated, with

an expected spread due to the stochastic nature of the

process.

C. Underlying particles

In addition to the features of the reconstructed ob-

jects, we can compute several properties of the underly-

ing decayed particles, namely the invariant masses and

transverse momenta of the W bosons, the top and anti-

top quarks, and the whole tt̄ system. In order to identify

the objects originating from each underlying particle, we

perform a matching between the partons and the recon-

structed objects based on their proximity in the (η, ϕ)

plane. Similarly to how the dataset is produced, objects

with ∆R < 0.4 are matched to partons, keeping only
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FIG. 7. Marginal distributions of the learnt features of the

reco-level jets. Left: The energy of the jets in the recon-

structed objects. Right: The pT of the jets in the recon-

structed objects. The grey area corresponds to the original

MC simulation and the orange line to the output of the PIP-

PIN model. The bottom plots show the ratios of the his-

tograms with respect to MC and the uncertainties as shaded

areas.

fully matched events and discarding those with multiple

objects matched to a parton, and vice versa. Further-

more, di-leptonic events originally contain two neutrinos,

which have to be disentangled from the single MET ob-

ject present at the detector level. To avoid the need of any

complex algorithm, we create two fake detector-level neu-

trinos by taking the highest pT parton-level neutrino and

the remaining MET after subtraction. For both the semi-
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FIG. 8. 2D marginal distributions of the learnt features of

the reco-level jets. Left: The energy of the jets in the re-

constructed objects. Right: The pT of the jets in the recon-

structed objects. The x-axis corresponds to the original MC

simulation and the y-axis to the associated output of the PIP-

PIN model.
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FIG. 9. Marginal distributions of the invariant masses of the underlying particles at reco-level. Left: The mass of the first

reconstructed W boson. Middle: The mass of the first reconstructed top quark. Right: The mass of the whole reconstructed

tt̄ system. By first we mean the particle originating from the top quark, as opposed to the anti-top quark. The grey area

corresponds to the original MC reco-level simulation, the orange line to the output of the PIPPIN model and the dashed green

line to the MC parton-level simulation on which the model is conditioned. The bottom plots show the ratios of the histograms

with respect to MC and the uncertainties as shaded areas. The percentages indicate the proportion of events for which all

partons are unambiguously matched and therefore present on the plots.
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FIG. 10. Marginal distributions of the transverse momenta of the underlying particles at reco-level. Left: The transverse

momentum of the first reconstructed W boson. Middle: The transverse momentum of the first reconstructed top quark.

Right: The transverse momentum of the whole reconstructed tt̄ system. By first we mean the particle originating from the

top quark, as opposed to the anti-top quark. The grey area corresponds to the original MC reco-level simulation, the orange

line to the output of the PIPPIN model and the dashed green line to the MC parton-level simulation on which the model is

conditioned. The bottom plots show the ratios of the histograms with respect to MC and the uncertainties as shaded areas.

The percentages indicate the proportion of events for which all partons are unambiguously matched and therefore present on

the plots.

leptonic and di-leptonic cases, we also use the parton-

level neutrino system to extract the pseudo-rapidity asso-

ciated to the MET, and then compute the corresponding

energy as E = pT · cosh η. The use of these approximate

proxy variables is not a problem as we are only interested

in the PIPPIN capabilities to reproduce them and not in

their precise estimation.

The marginal distributions of the invariant masses and

transverse momenta of the underlying particles are shown

in Figs. 9 and 10, where we also overlay the parton-
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level distributions for comparison purpose. In essence, the

PIPPIN model aims to transform the parton-level distri-

butions into the reco-level ones, conditioned on these par-

tons. The percentage of fully matched events, i.e., events

for which we can recover all the underlying particles, is

shown in the legend of each plot. It is expected to cor-

respond to the height of the tt̄ bin in Fig. 6 (left), as

this represents the proportion of events for which the 6

partons are predicted to be present in the reconstructed

objects. Note that the percentages are small, indicating

that more than 92% of the time at least one parton is

missing due to the aforementioned detector acceptance

and efficiency limitations. It is interesting to notice that

the truth events percentage is almost reached by the PIP-

PIN generated events. This is a good indicator that the

model is able to generate different event topologies in

the same proportion as the truth. The apparent contra-

diction between the lower percentage of fully matched

events generated by PIPPIN shown in Figs. 9 and 10 and

the higher proportion of events for which all partons are

predicted to be present in Fig. 6 (left) with respect to MC

should not be a concern. On the contrary, this is a good

sign that the PIP-Droid Generator is able to compensate

for a possible mismodelling of the presence predicted by

the Multiplicity Predictor, justifying our claim that this

is not a critical quantity to predict.

Although there is an tendency to overestimate the

number of low mass particles at the expense of high mass

ones, the distributions of the invariant masses in Fig. 9

and the transverse momenta in Fig. 10 show a good agree-

ment between the truth and the prediction. It is worth

highlighting this agreement with the detector-level distri-

butions, bearing in mind that the model is conditioned on

the partons whose corresponding distributions are signifi-

cantly different. This is very encouraging, as these quanti-

ties are not used as training targets, while their modelling

is crucial for the detector-level point cloud to be phys-

ically meaningful. Additional plots of invariant masses

and transverse momenta can be found in Appendix B.

D. Comparison to other models

PIPPIN is the first model applied to the problem of

simulating an inclusive set of top quark pair production

events of variable length at the LHC. This means that for

now the only way to compare our method to other mod-

els is to restrict the set of events to the specific topology

considered by them. We can compare to the OTUS [31]

and Turbo-Sim [32] related models, which are both de-

signed to simulate the semi-leptonic decay of a top quark

pair with exactly 1 lepton, MET and 4 jets present in

the reconstructed objects. Plots comparing the features

of the dataset originally used by these two models and

the restricted version of the dataset used in this paper

are provided in Appendix B.

In Table I, we show the Kolmogorov-Smirnov (KS) dis-

tances, which reflect the agreement between two cumula-

tive distribution functions, between the original MC reco-

level simulation and the output of the different models.

The observables considered are divided in two categories,

namely the kinematic features of the reconstructed point

cloud and the features of the underlying intermediate

particles. For the point cloud, we show the KS distances

for the pT leading jet momentum in the y and z directions

as well as for its energy. For the underlying particles, we

show the KS distances for the mass of the tt̄ system, one

of the W bosons, and the two top quarks. Fig. 11 shows

a comparison of the distributions of the leading jet en-

ergy and the tt̄ mass for the MC simulation as well as

the output of PIPPIN and Turbo-Sim. We show both

the results when the output events produced by PIPPIN

are selected to match the topology of the other models,

and when all events are considered regardless of topol-

ogy. We also show the original results of the OTUS and

Turbo-Sim models based on the dataset provided by the

authors, as well as the results of the Turbo-Sim model

when retrained on the restricted version of the dataset

presented in this study. Note that the Turbo-Sim model

was retrained using the same architecture and hyperpa-
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Reco. objects Underlying particles

Model pjet1
y pjet1

z Ejet1 mtt̄ mW1 mt1 mt2

OTUS 3.78 2.39 5.75 15.8 11.7 14.1 24.9

Turbo-Sim 2.89 10.3 4.43 2.97 7.72 5.20 8.52

Turbo-Sim (new) 8.63 12.6 6.32 7.90* 38.8* 38.5* 43.6*

PIPPIN 0.32 0.33 0.34 4.00 3.66 3.27 2.44
PIPPIN (inc) 0.08 0.14 0.12 0.33 1.69 0.54 0.60

TABLE I. The Kolmogorov-Smirnov distances [×10−2] com-

puted between the original MC reco-level simulation and the

output of different models. Lower values mean better agree-

ment. The observables considered are the momentum in the y

and z directions and the energy of the leading reconstructed

jet in pT, as well as the mass of several underlying particles.

For OTUS and Turbo-Sim, mW1 , mt1 and mt2 are the masses

of the hadronic W boson, the leptonic top quark and the

hadronic top quark, respectively. For PIPPIN, they are the

masses of the first W boson, the first top quark, and the sec-

ond top quark, respectively, as defined in Figs. 9 and 10. The

mass of the whole tt̄ system is denoted mtt̄ for all models. The

OTUS and Turbo-Sim lines show the original results of these

models based on the dataset provided by the authors. The

Turbo-Sim (new) and PIPPIN lines show the results of these

models on the restricted version of the dataset presented in

this study. The PIPPIN (inc) line shows the results for PIP-

PIN when not restricted to semi-leptonic events containing

exactly 1 lepton, MET and 4 jets. We have marked with an

asterisk results where the matching procedure was slightly re-

laxed in order to capture enough events for comparison. The

matching radius was increased to ∆R < 0.8 and events with

multiple matching reconstructed objects per parton were al-

lowed, with the closest being selected.

rameters as the original model, without further optimisa-

tion for the new dataset. The worse results compared to

the original Turbo-Sim are therefore to be expected. We

observe that PIPPIN significantly outperforms the two

other models. It is also worth noting that, without the

topological restriction, the results are even better, which

has two meanings. On the one hand, it may indicate that

the subset of events considered by the other models is
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FIG. 11. Comparison of the marginal distributions for differ-

ent models. Left: The energy of the leading jet in the recon-

structed objects. Right: The mass of the whole reconstructed

tt̄ system. The grey area corresponds to the original MC sim-

ulation, the orange line to the output of the PIPPIN model

and the purple dotted line to the output of the Turbo-Sim

model. The bottom plots show the ratios of the histograms

with respect to MC and the uncertainties as shaded areas.

more difficult to simulate. This would not be surprising

as the majority of events in the dataset are all-hadronic

and do not contain charged leptons and neutrinos, re-

moving an important source of complexity. On the other

hand, it means that PIPPIN is able to accurately simu-

late a much wider range of events than the other models,

while still outperforming them on the specific subset. It

would be interesting to see how PIPPIN compares to it-

self when trained directly on the restricted dataset, rather

than trained inclusively and then restricted on the out-

puts, but this goes beyond the scope of this work and is

left for future studies.

V. CONCLUSION

In this work, we have presented a new approach to

the simulation of high-energy physics events, leveraging

cutting-edge deep learning architectures and a shift of

paradigm, namely the direct generation of reconstructed

objects from final state partons instead of the tradi-

tional step-by-step decomposition of the pipeline. We
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have shown that the proposed PIPPIN model is able

to handle the complexity of the top quark pair produc-

tion problem and to correctly predict the multiplicity and

kinematics of the outputs. It is worth emphasising that

the model is able to learn the topologies of several decay

channels simultaneously, without the need for channel-

specific training. Moreover, the correlations between the

different simulated reconstructed objects, tested by ex-

ploring the kinematics of the underlying decayed par-

ticles, are well captured by the model. This is a crucial

feature for the accurate simulation of high-energy physics

events, as the kinematics of the final state particles are

not independent of each other. The control over the gen-

erated events is also a key feature of the model. It could

allow to fix some properties of the outputs, as the num-

ber of jets and leptons or the presence of specific partons

in the reconstructed objects.

It would be interesting to make use of this controllabil-

ity to further investigate the generalisation capabilities of

the model, by testing it on modified or unseen processes.

For example, one could train the model on a given Be-

yond Standard Model process and test it on the same

process parametrised with different masses or couplings.

One could even test the model on a completely different

process, such as the production of a new particle along-

side the top quark pairs, and see how well it generalises.

Lastly, the method presented in this work is nicely

suited for the reverse problem, namely the unfolding of

the reconstructed objects to the initial partons. If several

final states are allowed, it would be a natural extension of

the PIPPIN model, as the tasks involved would be analo-

gous. The model would have to predict the multiplicity of

each parton and the correspondence between the recon-

structed objects and the partons. Then, the conditional

generation would follow the same procedure, with the

partons as outputs and the reconstructed objects as con-

ditional inputs. An analogous task, which however stops

the unfolding before reversing the hadronisation and ra-

diation processes, has been studied in [46] during the de-

velopment of this work with a similar pipeline that uses

a variational latent diffusion generator instead. We leave

the complete study of applying our method to the un-

folding problem for future work.
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Appendix A: Detailed architecture

In this appendix we describe the architecture details

of the three components of the PIPPIN model, as well as

the main training parameters.6

1. Transformer Encoder

SA Block

SA Block

Dense

Dense

Input
Tokens

Output
Tokens

Linear
Leaky ReLU
Layer-Norm

Dropout
Linear

Layer-Norm

Multi-Headed
Self-Attention

+

Layer-Norm

Dense

+

FIG. 12. The Transformer Encoder architecture details.

The Transformer Encoder is composed of a node em-

bedding Dense network followed by two Self-Attention

(SA) blocks and an output embedding Dense network as

shown in Fig. 12. Each Dense network has a similar archi-

tecture, namely stacks of a linear layer, a leaky ReLU ac-

tivation, a layer-normalisation and a dropout layer. The

SA blocks are the core components of the Transformer

Encoder, and are made of a residual Multi-Headed Self-

Attention layer and a residual Dense network, both pre-

ceded by layer-normalisation.

6 All default hyperparameters are available in the code.
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Norm
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(Un)Norm.
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Mixing

Mixing
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Sigmoid

+

Linear

Output
Tokens

FIG. 13. The Multiplicity Predictor architecture details.

2. Multiplicity Predictor

As shown in Fig. 13, the first stage of the Multiplicity

Predictor pipeline is a residual presence predictor, condi-

tioned on the input multiplicity, made of a single Dense

network whose output is scaled between 0 and 1 by a

sigmoid activation and embedded to the input dimension

by a linear layer. The role of this first component is to

predict which input partons should be present in the out-

put reconstructed object. The embedded prediction being

residually added to the input, all following layer, includ-

ing the PIP-Droid Generator, are aware of this presence.

The second stage of the Multiplicity Predictor pipeline

is a global representation extractor, also conditioned on

the input multiplicity, with an analogue architecture

to the Transformer Encoders, but with two additional

Cross-Attention (CA) blocks. These blocks swap the
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residual Multi-Headed Self-Attention layer for a Cross-

Attention version which distributes the input informa-

tion on a learnable token (CLS) finally representing the

extracted global information.

The third stage of the Multiplicity Predictor pipeline

is a rational quadratic neural spline coupling normalizing

flow. It is made of stacks of mixing and coupling layers,

conditioned on the embedded global representation previ-

ously extracted. The role of this component is the actual

prediction of the output reconstructed objects multiplic-

ity. On top of the leptons and the jets multiplicity, and

even though all events contain a single object represent-

ing the MET, we decided to let the model predict the

MET multiplicity as well in order to better learn how to

handle the cases of zero, one and two neutrinos.

3. PIP-Droid Generator

The PIP-Droid Generator has a transformer decoder

architecture, shown in Fig. 14, made of input and output

embedding Dense networks, as well as four core Self and

Cross-Attention (SCA) blocks, all of them conditioned

on the noise strength corresponding to the diffusion step.

Each SCA block contains a first residual Multi-Headed

Self-Attention layer to encode the noisy tokens followed

by a Multi-Headed Cross-Attention layer to distribute on

them the conditional information coming from the par-

ton tokens. A type encoding learnable token is also added

before feeding the SCA blocks. These tokens are specific

to each particle type, namely lepton, MET and jet, in

order to avoid the collapse of the output. Indeed, we ob-

served that the reconstructed objects have a tendency

to converge to an average non-physical particle without

encoding the desired output type.

4. Training Details

The whole model is trained end-to-end for 300 epochs

with a single combined objective function, except for the

SCA Block

SCA Block

Dense

Dense

Condition
Tokens

Output
Tokens

Input
Tokens

Type
Encoding

+

SCA Block

SCA Block

Layer-Norm

Multi-Headed
Self-Attention

+

Layer

Multi-Headed
Cross-Attention

+

Layer-Norm

Dense

+

Norm

Dense

Noise
Strength

FIG. 14. The PIP-Droid Generator architecture details.

first two epochs, for which the Multiplicity Predictor is

not used and therefore not trained. Indeed, giving the

true multiplicity at the beginning of the training helps

the score-based model to stabilise. The objective func-

tion is composed of a binary cross-entropy loss on the

presence prediction, a negative log-likelihood loss on the

multiplicity prediction and a mean squared error loss on

the output point cloud. The model is trained with the

AdamW optimiser, a batch size of 8192 and a learning

rate of 1 × 10−4 with a warming up schedule of 50’000

optimisation steps. We recall that the training dataset

contains 37 million events.

Although the global representation extractor and the

normalizing flow found in the Multiplicity Predictor form

a separate branch of the pipeline, the other branch be-

ing the second Transformer Encoder and the PIP-Droid

Generator, they are trained together with the rest of the

model. This has two main advantages. On the one hand,

the first few blocks of the PIPPIN model, namely the
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first Transformer Encoder and the presence prediction,

receive gradient from both branches, since they partici-

pate in both. This helps the convergence of the model by

maintaining the consistency of the encoded partons over

the Multiplicity Predictor and the PIP-Droid Generator.

On the other hand, it simplifies the training process by

avoiding the need to train the two branches separately,

which would require a more complex training loop.
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Appendix B: Additional plots
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FIG. 15. Marginal distributions of the learnt features of the

reco-level leptons. Left: The energy of the leptons in the re-

constructed objects. Right: The pT of the leptons in the re-

constructed objects. The grey area corresponds to the origi-

nal MC simulation and the orange line to the output of the

PIPPIN model. The bottom plots show the ratios of the his-

tograms with respect to MC and the uncertainties as shaded

areas.
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FIG. 16. 2D marginal distributions of the learnt features of

the reco-level leptons. Left: The energy of the leptons in the

reconstructed objects. Right: The pT of the leptons in the

reconstructed objects. The x-axis corresponds to the original

MC simulation and the y-axis to the associated output of the

PIPPIN model.
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FIG. 17. Marginal distributions of the learnt features of the

reco-level MET. Left: The energy of the MET in the recon-

structed objects, as calculated in IV C. Right: The pT of the

MET in the reconstructed objects. The grey area corresponds

to the original MC simulation and the orange line to the out-

put of the PIPPIN model. The bottom plots show the ratios

of the histograms with respect to MC and the uncertainties

as shaded areas.
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FIG. 18. 2D marginal distributions of the learnt features

of the reco-level MET. Left: The energy of the MET in the

reconstructed objects, as calculated in IV C. Right: The pT of

the MET in the reconstructed objects. The x-axis corresponds

to the original MC simulation and the y-axis to the associated

output of the PIPPIN model.
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FIG. 19. Additional marginal distributions of the invariant

masses of the underlying particles at reco-level. Left: The

mass of the second reconstructed W boson. Right: The mass

of the second reconstructed top quark. By second we mean the

particle originating from the anti-top quark, as opposed to the

top quark. The grey area corresponds to the original MC reco-

level simulation, the orange line to the output of the PIPPIN

model and the dashed green line to the MC parton-level sim-

ulation on which the model is conditioned. The bottom plots

show the ratios of the histograms with respect to MC and the

uncertainties as shaded areas. The percentages indicate the

proportion of events for which all partons are unambiguously

matched and therefore present on the plots.
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FIG. 20. Additional marginal distributions of the transverse

momenta of the underlying particles at reco-level. Left: The

transverse momentum of the second reconstructed W bo-

son. Right: The transverse momentum of the second recon-

structed top quark. By second we mean the particle originat-

ing from the anti-top quark, as opposed to the top quark.

The grey area corresponds to the original MC reco-level sim-

ulation, the orange line to the output of the PIPPIN model

and the dashed green line to the MC parton-level simula-

tion on which the model is conditioned. The bottom plots

show the ratios of the histograms with respect to MC and the

uncertainties as shaded areas. The percentages indicate the

proportion of events for which all partons are unambiguously

matched and therefore present on the plots.
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FIG. 21. Comparison of the parton-level distributions of the

lepton and first b-quark energy and momentum in the x di-

rection between the dataset presented in this work (brown

area) and the one originally used by the OTUS and Turbo-

Sim models (blue line). The bottom plots show the ratios of

the histograms with respect to our dataset and the uncertain-

ties as shaded areas.
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FIG. 22. Comparison of the reco-level distributions of the

lepton and leading jet energy and momentum in the x di-

rection between the dataset presented in this work (brown

area) and the one originally used by the OTUS and Turbo-

Sim models (blue line). The bottom plots show the ratios of

the histograms with respect to our dataset and the uncertain-

ties as shaded areas.


