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Status Report DESY
Introduction

Application and participation

• DESY is associated partner

• Participation in

– TA1: WP1 (opportunistic resources)

– TA2: WP2 (caches), WP3 (data lakes), WP4 (prototypes)

– TA3: WP1 (deployment), WP2 (optimisation), WP3 
(support)

Included expertise

• Operations of large scale computing centres

• WLCG, Usage of opportunistic resources

• Data lake technologies and dynamic caches

• Monitoring systems
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Status Report DESY
Topic Area 1:
Tools for including 
heterogeneous resources
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FIDIUM
TA1/WP1/COBalD-TARDIS
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FIDIUM
Topic Area 1

WP 1: including opportunistic resources efficiently

• Including DESY NAF resources into COBalD/TARDIS infrastructure

• Status:

– Works all well in virtual test environment, jobs were running successfully

– Now transition to production system
● Local NAF HTCondor scheduler needs to be reinstalled due to upgrade to new OS 

(RHEL9)
● No shared cluster file system

– Need to submit from “cluster remote” submit node via “condor_submit -spool” 
– This needs to be included into C/T software

–
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FIDIUM
Topic Area 2

WP 2 & 3: dynamic data caches & data lake technologies  

• DESY IT/SC is lead developer of the federated storage 
middleware dCache

– In use at many sites in WLCG as well as in other 
communities (e.g. photon science, astro particle, 
accelerator science ...)

– Tape backend via CTA

• dCache already provides many required technologies for 
data lakes  

• dCache enables lightweight site installations or caches

– Data access and scaling tests are foreseen with 
GWDG
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Layout of Federated dCache
Simplest, most Centralised Layout

Christian Voß  Distributed dCache as model for Data-Late

Pools

dcache-core-cms.desy.de

dcache-door-cms16.desy.de

dcache-se-cms.desy.de

dcache-dir-cms.desy.de

Pools

Remote Site

Request

Redirect

Query Metadata

Access via protocol of choice
• Use dCache: Access to /punch/<remote-site>/ildg
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FIDIUM
TA2/WP4/prototypes

● Common testbed together with 
PUNCH4NFDI 

● Based on storage middleware XrootD 
(Bonn, GSI) and dCache (DESY, KIT)

● Token based access
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Topic Area 3:
adjustment, tests and 
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FIDIUM
Topic Area 3

WP 1: deployment

• DESY contributes to deployment of COBalD/TARDIS and to dCache deployments at various sites
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WP 2: optimisation

• Including DESY NAF resources into COBalD/TARDIS infrastructure

• Optimising dCache installation procedures (also lightweight installations at sites)

• Optimising dCache related storage workflows with respect to functionality and performance

WP 3: support

• Contributing with support experience at DESY IDAF
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FIDIUM Prolongation
up to Q3/2025
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FIDIUM prolongation
TA2

WP2: workflows

• Cache-aware data management and workflows

– Cache awareness in dCache

– Comparison between dCache and XCache

WP2: caching 

• Simplified caching systems for opportunistic 
resources

– Dynamic data cache via dCache
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FIDIUM prolongation
TA3

WP1: tests, optimisation, deployment

• DESY, Hamburg: prototype dCache instance 
connecting DESY NAF and PhysNet Uni Hamburg

• DESY, Wuppertal: federated dCache instance 
between DESY and Wuppertal, performance 
measurement, tests for cache awareness of 
dCache and XCache

WP2: adjustments

• DESY, Hamburg: COBalD/TARDIS between DESY 
NAF and PhysNet Uni Hamburg, performance 
measurements

WP3: support

• Contribution to AUDITOR support

• Tutorials, documentation
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FIDIUM
Summary

Consortium

• Common application of 10 universities, 3 Helmholtz centres 
& CERN, 3 communities (KET, KHuK, KAT), submitted 
autumn 2020

• Funding period Q1 2021 – Q3, 2024, prolongated up to     
Q3 2025

• See https://fidium.erumdatahub.de/ 

Mission

• Successfully adressing the mission to develop experiment 
overarching software so that the experiments are  ready to 
face the challenges of HL-LHC era 

• Important software tools for distributed computing, 
federated storage, monitoring, and accounting are being 
provided by FIDIUM. DESY contributes to many aspects.
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