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Intro

Thanks Duncan for fixing a bug in `generate.py`. This is now merged. 
Following from last time;

1) Plotted variants to be compared on same axis.
2) Tried training base distribution.
3) Tried only one block.
4) Tip from Thorsten – tried working with positive-only values in log space.
5) Investigated cause of increasing gradient norms.
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Naming conventions

● original/alt1/alt3 → transforms used in a block
● nb1/nb2/nb4… → Number of blocks
● Fnorms → Don’t predict totals and normalise by constant factor
● Tbase → train the base distirbution too
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Caveat emptor

● Alt3 is discriminator may be insufficiently trained.
● Alt1 with tbase and 1 block may be insufficiently trained.
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Num blocks
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Fixed input norms
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Tbase; train the base distribution
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Tbase; train the base distribution
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Alt3; Positive only values in log space.
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Alt3; Positive only values in log space.
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Take away

● 1 block is slightly worse than 2 blocks, but still better than 8 blocks.
● Fixed input norms/removing the totals is the clearest improvement.
● Training the base distribution doesn’t seem to do much, but a bit 

early to tell.
● Taking the positive-only values into log space isn’t a good solution. 

Possible loss of precision in high values? Not sure.

Now – some analysis on a toy model.
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Three distributions

The points are 
drawn from 
x=Normal(0.5, 1)
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Train while tracking values

Loss
Mean value of

All model
parameters

Max value of
All model

Parameters

Gradient normal
(for all grad vectors) Max |gradient|

Gradient norm
(with clipping,

If clipping is used)
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Train while tracking values
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Train while tracking values
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Gave up copying from notbook…. sorry
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