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chunked reading and memory consumption in columnflow
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Getting ready for Run III: Measuring the JER 
from dijets
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2 Memory consumption in cf.CreateHistograms

● Input files: reduced events (500mb) + producer outputs (1400mb) 
● Chunk size and pool size (after fix) does not significantly affect memory consumption (we always load full parquet files) 
● larger chunks and more pools improve runtime 
● processing during histogramming (complicated expressions) might introduce memory spikes during processing
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3 Memory consumption in cf.SelectEvents

● pool size of 2 seems to be optimal (no runtime improvements with >2, significant runtime increase with ==1) 
● chunksize of 100k as compromise between runtime and memory consumption (<2GB for 2.2GB nano input file) 
■ reducing to 50k increases runtime by 30% and reduces memory consumption by 25% 
■ increasing to 200k improves runtime by 5% and increases memory consumption by 25% 
■ might be very different for other analyses/selectors (e.g. memory spikes during processing of chunk)


