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JuliaHEP at the HSF
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JuliaHEP at the HSF

JuliaHEP 2025 - Germany?
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Why do we need software?

Software is everywhere!
More than 50 M lines of C++, Python and Fortran code!

D Lord and G R Macleod 1969 J. Phys. E: Sci. Instrum. 2 1

From Front. Big Data 4:661501. doi: 10.3389/fdata.2021.661501
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https://iopscience.iop.org/article/10.1088/0022-3735/2/1/201
https://www.frontiersin.org/journals/big-data/articles/10.3389/fdata.2021.661501/full


Why do we need software?

Software is critical!

https://doi.org/10.5281/zenodo.2413005

https://doi.org/10.5281/zenodo.13993424

https://arxiv.org/pdf/2504.01050

Physics Event Generators, Detector Simulation, Reconstruction and Software Triggers, Data Analysis, and Training and Careers
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https://doi.org/10.5281/zenodo.2413005
https://doi.org/10.5281/zenodo.13993424
https://arxiv.org/pdf/2504.01050


What do we need from software?

Code Efficiency

Fast execution
Scalable
Maintainable
Sustainable
High throughput

Human Efficiency

Low barrier to entry
Rapid prototyping
Broad ecosystem
Excellent tooling
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HEP Software: A little bit of History...

Fortran, the King for ∼ 40 years

Now C++ and Python

Julia is slowly entering in the arena
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Where are we now?
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Julia Motivations

Invented in 2012 at MIT (mostly)

Jeff Bezanson, Stefan Karpinski,
Viral B. Shah, Alan Edelman

Design goals and aims

Open source
Speed like C, but dynamic like
Python
Obvious mathematical notation
General purpose like python
As easy for statistics as R
Powerful linear algebra like in
Matlab
Good for gluing programs
together like the shell
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Julia Motivations

From https://julialang.org/benchmarks/
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https://julialang.org/benchmarks/


Julia in Practice - Julia is Fast

Excellent REPL mode and
notebooks

Dinamically typed (runtime), with a
powerfull type system

Garbage collected

Expressive maths syntax

Extensive standard library
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Julia in Practice - Rich ecosystem
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Julia in Practice

https://juliahep.github.io/Hands-on-Julia-for-particle-physicists/00-intro.html
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