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Why do we need software?

Software is everywhere!
More than 50 M lines of C++, Python and Fortran code!

Journal of Scientific Instruments (Journal of Physics E) 1969 Series 2 Volume 2

The use of computers in high
energy physics experiments
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Computers are used in the planning, data acquisition and . L)
data analysis phases of high energy physics experiments, as 3} =
well as in control functions for accelerators (Howard 1967a,
beam switchyards (Howry 1967) and bubble chambers [ S e
(Simpson 1967). In planning an experiment simulation calcu- {aotng sep. o expormenicolion doa v
lations can be made by using Monte-Carlo techniques (James e e it
1968) for estimating event rates to be expected, counting rates hlonges it s ol s s
due to background, optimum disposition of detectors and so

on. Much beam optics design (Whiteside and Gardner 1963)
is done by computing particle trajectories through complex
systems of magnets and changing various parameters to obtain

From Front. Big Data 4:661501. doi: 10.3389/fdata.2021.661501
the best calculated performance. These results are then used
in setting up the beam for an experiment.

D Lord and G R Macleod 1969 J. Phys. E: Sci. Instrum. 2 1 Uan
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https://iopscience.iop.org/article/10.1088/0022-3735/2/1/201
https://www.frontiersin.org/journals/big-data/articles/10.3389/fdata.2021.661501/full

Why do we need softwa

Software is critical!

The Importance of Software and Computing to
Particle Physics

A contribution from the High-Energy Physics Software Foundation to the European
Particle Physics Strategy Update 2018-2020

ABSTRACT: In 2017 the experimental High-Energy Physics community wrote a Roadmap
for HEP Software and Computing RED for the 2020s". This effort was organised by the
HEP Software Foundation? (HSF) and was supported by more than 300 physicists from
‘more than 100 institutes worldwide. It delivered a strategy outlining the most important

utal programne.

This contribution to the ESPP is an executive summary of the most eritical and relevant

areas in which investment is needed to ensure the success of our exper

points raised in that white paper.

https://doi.org/10.5281/zenodo.2413005

Research software is critical to the future of
Al-driven research

By Michelle Barker, Kim Hartley, Daniel S. Katz, Richard Littauer, Qian Zhang, Shurui Zhou,
Jyoti Bhogal

August 2024

https://doi.org/10.5281 /zenodo.13993424
Physics Event Generators, Detector Simulation, Reconstruction and Software Triggers, Data Analysis, and Training and Careers IJral 1

HYF

The Critical Importance of Software for HEP

Prepared by the HEP Software Foundation, with inputs from the HEP
community.
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This document has been endorsed by the following experiments and
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ALICE, ATLAS, Belle Il, CMS, DUNE, ePIC, LHCb, MCnet, WLCG

https://arxiv.org/pdf/2504.01050
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What do we need from software?

® Code Efficiency @ Human Efficiency

Fast execution

° .

" e " R provotyping

e Maintainable pia p ypIng
i o Broad ecosystem

° Sustainable o Excellent toolin

e High throughput g

(main, May 27 2625, 17:12:29) [GCC 11.4.8] on linux
opyright”, "credits" or "license" for more information.
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HEP Software: A little bit of History...

Fortran

Assembly

1940 1950 1960 1970 1980 1990 2000 2010 2020

[Adapted from Jim Pivarski, Princeton]

@ Fortran, the King for ~ 40 years

@ Now C++ and Python
@ Julia is slowly entering in the arena

Deep Learning Train-the-Trainer Workshop 7 /13
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Where are we now?

Metric C++ Python Julia

Performance

Expressiveness

A
Learning Curve x
A

Safety
(memory)

Composability X

I<HI<IP.¢
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Julia Motivations

@ Invented in 2012 at MIT (mostly)

o Jeff Bezanson, Stefan Karpinski,
Vira| B Shah, A|an Edelman : Documentation: https://docs.julialang.org

H H Type "?" for help, "17" for Pkg help.
@ Design goals and aims
Version 1.11.5 (2025-84-14)

o Open source : B 0fficial https://julialang.org/ release

o Speed like C, but dynamic like

Python

Obvious mathematical notation

General purpose like python

As easy for statistics as R

Powerful linear algebra like in

Matlab

e Good for gluing programs
together like the shell

uAN
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Julia Motivations
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From https://julialang.org/benchmarks
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https://julialang.org/benchmarks/

Julia in Practice - Julia is Fast

@ Excellent REPL mode and

notebooks N -
o Dinamically typed (runtime), with a pro - errutentpentut,
powerfull type system Lytic solutio
1 .* cos.(sqrt(g/L) .* sol.t)
o Garbage collected Tt L, T (e, ), T =
plot!(sol.t, u, label = "Anslytic’)
@ Expressive maths syntax
o Extensive standard library
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Julia in Practice - Rich ecosystem

Visualization

PGFPlots.jl

Data and Statistics

Machine learning

Bara A\

Turing |

MLl

SaiML

==

Fluxjl

JuliaDitt

Notebooks
(]
§ 13
Pluto.jl Wulia.jl

GPU support

JuliaGPU

CUDAI
AMDGPU.ji
oneAPLjl

Metal j

KernelAbstractions.jl

A Mini-Intro to Julia

Interoperability
@ CxxWrap i
PythonCall jl
< 3 N
Julialnterop MathLink.jl
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Julia in Practice

https://juliahep.github.io/Hands-on-Julia-for-particle-physicists/00-intro.html
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