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Most Precise Top Mass Measurements Method
LHC+Tevatron: Direct top mass measurements  
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determination

Δ mt ~ 200 MeV (projection)
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top quark mass 
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What is mt
MC ?

What does the question mean in the first place? 

→  It means that we can provide the relation
where δmscheme can be computed in pQCD
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mMC
t = mscheme

t (µ) +
↵s(µ)

⇡
�mscheme + . . .

The issue is complicated as we must understand and control the interplay of 
the different components of MC event generators.

The nature of question is intrinsically theoretical. 

[A. Hoang]
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Translation to pole mass: Additional uncertainty  
of about 500 MeV

[A. Hoang]
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Figure 46: The extracted values and their correlations for aS and mpole
t (upper left), aS and

gluon PDF (lower left), and mpole
t and gluon PDF (lower, right). The gluon PDF is shown at

the scale µ2
f = 30 000 GeV2 for several values of x. For the extracted values of aS and mpole

t , the
additional uncertainties arising from the dependence on the scale are shown. The correlation
coefficients r as defined in Ref. [65] are displayed. Furthermore, values of aS (mpole

t , gluon

PDF) extracted using fixed values of mpole
t (aS) are displayed as dashed, dotted, or dash-dotted

lines. The world average values aS(mZ) = 0.1181 ± 0.0011 and mpole
t = 173.1 ± 0.9 GeV from

Ref. [260] are shown for reference. Figure taken from Ref. [65].

the CMS work [234], the normalised triple-differential tt cross sections of Ref. [65] and further2159

data sets used therein, were included in the QCD fit together with the double-differential cross2160

section of inclusive jet production at
p

s of 13 TeV. With increased sensitivity to g(x) and the2161

value of aS(mZ), provided by the jet production measurements, the simultaneous extraction2162

of PDFs, aS(mZ), and mpole
t could be further refined. The value aS(mZ) = 0.1188 ± 0.0031 is2163

obtained at NLO [234], in good agreement with the world average, and the value of mpole
t =2164

170.4 ± 0.7 GeV is obtained with improved precision.2165

4.5 Top quark pole mass extracted from tt+jet events2166

Alternatively to the mt extraction using inclusive tt production, a novel observable was sug-2167

gested in Ref. [255] to extract mt using events where the tt pair is produced in association with2168

at least one energetic jet (tt+jet). Here, the dependence of the gluon radiation on mt through2169

[CMS, EPJC 80 (2020) 658]

https://inspirehep.net/literature/1729144
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Figure 54: Overview of top quark mass measurement results published by the CMS Collabora-
tion. The markers display the respective measured value of mt with the statistical (inner) and
total (outer) uncertainties shown as horizontal error bars. The measurements are categorised
into indirect extractions from cross section measurements and direct measurements of mMC

t
and are compared to the combined cross section measurement of the ATLAS and CMS Collab-
orations (red) and a CMS combination of Run 1 results (blue). Similar labelling as in Table 1 is
used. The figure is compiled from Refs. [48–65, 67–73].

‣ Achieved precision: Between 1.4-2.2 GeV in mt

[CMS, arXiv:2403.01313]

https://inspirehep.net/literature/2764068
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of Ref. [21] where it was shown that MPI in Pythia for
the ungroomed jet mass spectrum can be well modeled
by simply changing parameters in the nonperturbative
shape function. This occurs because the dominant im-
pact of MPI is to populate the jet with uncorrelated soft
radiation of somewhat higher energy than that associ-
ated to the soft hadronization. We adopt this approach
to account for hadronization plus UE, replacing

⌦��
nq ! ⌦��MPI

nq . (66)

Estimating that this treatment of UE is uncertain at
the . 30% level, this induces a residual uncertainty of
�mt . 0.3GeV for our soft drop top mass extraction,
compared to �mt . 1.4GeV without soft drop. With
additional dedicated studies this uncertainty may be fur-
ther reduced. Lastly, we note that from the work in
Ref. [17] we only know about the universality properties
of the first moment ⌦��

1q of the shape function, whereas
the higher moments n � 2 may depend on the grooming
parameters and the kinematic variables in a manner that

is not determined solely by Cq(pp)
1 , although its inclusion

does capture the proper power counting for these terms.
Technically, the higher moment ⌦��

2q should involve an
additional Wilson coe�cient which we have not derived.
Since ⌦��

2q gives a sub-dominant power correction our ap-
proximation should be reasonable.

For the Pythia8 results we use the Monte-Carlo mass
mMC

t = 173.1GeV as input and employ the default
Monash 2013 tune [29] of the Lund string fragmenta-
tion model for its hadronization corrections. To achieve
a meaningful comparison of our factorization prediction
with the Pythia8 results we carry out a simultaneous
fit for mMSR

t (Rm,0 = 1GeV), ⌦��
1q and x2 entering the

formula in Eq. (64) to the Pythia8 results simultane-
ously including pT � 750GeV and pT � 1000GeV bins.
For the fit range we take MJ 2 [173, 180]GeV and utilize
10 MJ bins in this range, over which the central fac-
torization curve and the Pythia curve are also normal-
ized. The fits are carried out independently for Pythia8
with only hadronization (with the results shown in
Figs. 13a,b), and for Pythia8 with both hadronization
and MPI (with the results shown in Figs. 13c,d). The
resulting best fit values for mMSR

t (1GeV), ⌦��
1q (⌦��MPI

nq )
and x2 (xMPI

2 ) are displayed in the panels of Fig. 13. For
the fits to Pythia8 with both hadronization and MPI
turned on we expect from our treatment of MPI e↵ects
modified fit results for the non-perturbative parameters
⌦��MPI

1q and xMPI
2 in comparison to ⌦��

1q and x2 obtained
without MPI while the fit result for mMSR

t (1GeV) should
remain unchanged.

The jet mass spectra obtained from the factorization
theorem and Pythia8, shown in the panels of Fig. 13,
are in quite good agreement for both pT bins as well as
for the di↵erent treatments of MPI. As expected from the
general structure of the factorization theorem the peak is
essentially at the same location for each pT bin. However,
there is a noticeable di↵erence between the factorization

a)

b)

c)

d)

FIG. 13. Comparison of Pythia8 without and with MPI to

the factorization theorem at NLL with mt in the MSR mass

scheme.

theorem results and Pythia8 for the tail on the left of the
peak. This is related to the grooming of radiation that is

[A. H. Hoang et al., PRD 100 (2019), 074021]

W
q’

measure

q b

t
p p

W

ν

tag
ℓ

b

t
‣ Distribution in mjet 
• Direct sensitivity to mt 
• Can be measured at the 

LHC, at the level of stable 
particles

‣ Analytical calculation 
possible for fully-merged  
final states (SCET) 

‣ Current calculations 
• Soft drop mass for R=1.0 
• pT > 750 GeV

https://inspirehep.net/literature/1615202


‣ Measurement at 8 TeV 
(2012 data) 

‣ Ungroomed jet mass  
for R=1.2 
• pT > 400 GeV 
• Uncertainties on mt: 

± 6 (stat)  
± 2.8 (syst)  
± 6 (theo) 

First measurement of mjet
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https://inspirehep.net/literature/1518399
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[CMS, PRL 124, 202001 (2020)]

5. Measurements in the Lorentz-boosted regime 89

3− 2− 1− 0 1 2 3
η

3−

2−

1−

0

1

2

3φ

CMS
Simulation

XCone
 = 2jetN = 1.2, jetR

Boosted lepton+jets 13 TeV

3− 2− 1− 0 1 2 3
η

3−

2−

1−

0

1

2

3φ

CMS
Simulation

XCone
 = 2jetN = 1.2, jetR

 = 2 or 3subN = 0.4, subR

Boosted lepton+jets 13 TeV

Figure 50: Display of a simulated tt event. Each point marks the position of a particle at the
particle level in the h-f plane. Decay products of the top quarks are highlighted with triangles
or larger circles. The red triangles mark the three quarks from the hadronic decay; the black
triangle, black circle, and open circle correspond to the b quark, charged lepton, and neutrino
from the leptonic top quark decay, respectively. The jet areas are shown as coloured shapes.
The left panel shows the first clustering step with N = 2 and R = 1.2, while the right panel
shows the subjet clustering.

0 100 200 300 400

 [GeV]jetm

0

0.1

0.2

0.3

0.4

je
t

md
σd

 
σ1

XCone (13 TeV)

CA (8 TeV)

Boosted lepton+jets

0.4 =
 subR1.2,  = R

[PRL 124 (2020) 202001]

1.2 = R
[EPJC 77 (2017) 467]

CMS
Simulation

Figure 51: Normalised jet mass distribution at the particle level for the two-step XCone clus-
tering (blue solid) used in Ref. [67, 71] and CA jets with R = 1.2 (red dotted) used in Ref. [60].
Only events where all top quark decay products are within DR = 0.4 to any XCone subjet or
within DR = 1.2 to the CA jet are shown.

5.4 Reconstruction effects in the jet mass2593

The event selection at the detector level is very similar to the particle level phase space detailed2594

above in order to minimise migrations in the detector response matrix used in the unfold-2595

ing, such that the respective corrections are small. The data are selected with a single-lepton2596

trigger, which usually provides high efficiency in the selection of high-energy tt events in the2597

lepton+jets channel. Moreover, a few well known and understood selection criteria, such as2598

2-step jet clustering 
‣ Inherent grooming 
‣ Dynamical effective radius

https://doi.org/10.1103/PhysRevLett.124.202001
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‣ Improved statistical 
uncertainty 

‣ Less susceptibility to UE and 
hadronization 

‣ Unfolding to particle level:  
• Reduction of all 

uncertainties 

‣ mt = 172.6 ± 2.5 GeV 
‣ Dominant uncertainties:  

• JES, ±1.5 GeV 
• FSR modelling, ±1.2 GeV

[CMS, PRL 124, 202001 (2020)]

https://doi.org/10.1103/PhysRevLett.124.202001


Improving the Jetmass Scale 1
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‣ XCone method allows for calibration of jet mass scale using mW 

‣

[CMS, EPJC 83 (2023) 160]

‣ Selection based on  
b-jet matching 
• XCone subjets  

matched to AK4 jets 
‣ W candidate built from  

two light-quark subjets

5. Measurements in the Lorentz-boosted regime 89
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Figure 50: Display of a simulated tt event. Each point marks the position of a particle at the
particle level in the h-f plane. Decay products of the top quarks are highlighted with triangles
or larger circles. The red triangles mark the three quarks from the hadronic decay; the black
triangle, black circle, and open circle correspond to the b quark, charged lepton, and neutrino
from the leptonic top quark decay, respectively. The jet areas are shown as coloured shapes.
The left panel shows the first clustering step with N = 2 and R = 1.2, while the right panel
shows the subjet clustering.

0 100 200 300 400

 [GeV]jetm

0

0.1

0.2

0.3

0.4

je
t

md
σd

 
σ1

XCone (13 TeV)

CA (8 TeV)

Boosted lepton+jets

0.4 =
 subR1.2,  = R

[PRL 124 (2020) 202001]

1.2 = R
[EPJC 77 (2017) 467]

CMS
Simulation

Figure 51: Normalised jet mass distribution at the particle level for the two-step XCone clus-
tering (blue solid) used in Ref. [67, 71] and CA jets with R = 1.2 (red dotted) used in Ref. [60].
Only events where all top quark decay products are within DR = 0.4 to any XCone subjet or
within DR = 1.2 to the CA jet are shown.

5.4 Reconstruction effects in the jet mass2593

The event selection at the detector level is very similar to the particle level phase space detailed2594

above in order to minimise migrations in the detector response matrix used in the unfold-2595

ing, such that the respective corrections are small. The data are selected with a single-lepton2596

trigger, which usually provides high efficiency in the selection of high-energy tt events in the2597

lepton+jets channel. Moreover, a few well known and understood selection criteria, such as2598

https://doi.org/10.1140/epjc/s10052-023-11587-8
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‣ Template fit of two factors driving the mass scale: four regions

[CMS, EPJC 83 (2023) 160]

0.01

0.02

0.03

0.04a.
u.

Data
tt

 1+ = JECf tt
 1− = JECf tt

 1+ = XConef tt
 1− = XConef tt

 (13 TeV)-1138 fb

CMS  > 300 GeVW
T

p
  < 0.7

T
pr

80 90 100
 [GeV]Wm

0.8

1

1.2
R

at
io

0.01

0.02

a.
u.

Data
tt

 1+ = JECf tt
 1− = JECf tt

 1+ = XConef tt
 1− = XConef tt

 (13 TeV)-1138 fb

CMS
 < 300 GeVW

T
p

  > 0.7
T

pr

70 80 90
 [GeV]Wm

0.8

1

1.2

R
at

io

https://doi.org/10.1140/epjc/s10052-023-11587-8


Improving the Jetmass Scale 3

Roman Kogler Boosted top jet mass in CMS14

‣ Constraints on both factors, improves JMS by more than 50%
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‣ Unfolding bias from FSR Modelling 
• Dimensionality of unfolding too small to capture all PS features 
• Regularization increases model dependence 

‣ Tune MC modelling to describe data better: reduces unfolding bias

[CMS, EPJC 83 (2023) 160]
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The extraction of mt from the mjet distribution in decays of Lorentz-boosted top quarks will2970

also benefit from the increased centre-of-mass energy and the large data set expected after the2971

HL-LHC upgrade. While the possibility of a precision mt measurement from high-energy top2972

quarks has been demonstrated with the data collected already today, the full potential of this2973

measurement is not reached yet. Already for the generator based extraction of mMC
t more data2974

will allow to make the unfolding more granular and even to perform the measurement dif-2975

ferentially in jet pT. With the CMS Run 2 data set, corresponding to an integrated luminosity2976

of 138 fb�1, about 52 000 events were selected in the measurement region. This number is re-2977

duced to 21 500 when requiring jets to have pT > 500 GeV and even drops to below 3000 events2978

for pT > 750 GeV, which would coincide with the space for which analytical calculations ex-2979

ist. Figure 60 shows a study where the possible jet pT threshold is calculated as a function of2980

integrated luminosity in order to achieve the same statistical precision as in the latest Run 22981

measurement [71]. After the HL-LHC upgrade, a data set corresponding to 3000 fb�1 in combi-2982

nation with a slightly increased tt production cross section at higher
p

s is expected. Thus, the2983

phase space at very high pT becomes available experimentally.2984
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Figure 60: Scan of the jet pT threshold in the measurements of the jet mass against integrated
luminosity resulting in the same event yield in data after the full selection as in the most recent
measurement [71]. The projection is obtained by scanning the jet pT spectrum observed in data.
The markers correspond to 138 fb�1 of LHC Run 2 data used in Ref. [71], to an estimated data
set for the combination of Run 2 and Run 3, and to the HL-LHC scenario. For simplicity a con-
stant centre-of-mass energy of 13 TeV and a similar detector acceptance to Run 2 are assumed
in all scenarios.

In addition, systematic uncertainties can be further reduced. On the experimental side, the2985

calibration of the jet mass scale can be extended to include a measurement of the jet mass2986

resolution in order to constrain this dominant uncertainty and become independent from the2987

pT driven calibration of the jet energy resolution. Modelling uncertainties will benefit from2988

a more granular unfolding process. This involves increasing the number of bins in the mjet2989

and jet pT measurements, as well as incorporating additional observables. These steps will2990

help to separate the model dependencies more effectively. This is particularly relevant for2991

reducing uncertainties related to the choice of mMC
t in simulations. By adopting a more detailed2992

approach, we can better distinguish between the correlations of jet pT and mjet, thus reducing2993

this uncertainty. With more data available, one cannot only increase the jet pT threshold to a2994

[CMS, arXiv:2403.01313]
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‣ New techniques in development, more data coming

[J. Holguin, arXiv:2311.02157]

https://inspirehep.net/literature/2719279


Areas of improvement 

Work in progress: 

‣ Unfolding bias: Choice of mt 

‣ Signal modelling: ME+PS matching, PS, UE, hadronization 

‣ Experimental:  
• Jet mass resolution 
• Jet mass scale 
• Jet mass flavour (b jet JES)

Roman Kogler Boosted top jet mass in CMS20
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Figure 3: Schematic representation of generative unfolding with a CFM network.

as the statistical basis of an inverse simulation. Once a generative neural network encodes
pmodel(xgen|xreco), we calculate

punfold(xgen) =
Z

d xreco pmodel(xgen|xreco)w(xreco)p(xreco) . (9)

At the event level, this integral can easily be evaluated by marginalizing the corresponding
joint probability. Our method can be summarized as

psim(xgen) punfold(xgen)

paired data

x??y
x???pmodel(xgen|xreco)

psim(xreco)
correspondence ���������! pdata(xreco) (10)

The two distributions psim(xreco) and psim(xgen) are encoded in one set of simulated events,
before and after detector effects, or at the parton-level and at reco-level.

The generative network we employ to learn pmodel(xgen|xreco) is Conditional Flow Match-
ing (CFM). The generative CFM network is the leading architecture for precision-LHC simu-
lations [23]. Mathematically, CFM is based on two equivalent ways of describing a diffusion
process using am ODE or a continuity equation [46]

d x(t)
d t

= v(x(t), t) or
@ p(x , t)
@ t

= �r✓ [v(x(t), t)p(x(t), t)] , (11)

both with the same velocity field v(x(t), t). The diffusion process described by t 2 [0,1]
relates a Gaussian r-distribution to the physical phase space x ,

p(x , t)!
®

pdata(x) t ! 0
platent(r) =N (r; 0, 1) t ! 1 ,

(12)

We employ a simple linear interpolation

x(t) = (1� t)x + t r !
®

x t ! 0
r ⇠N (0, 1) t ! 1 .

(13)

Using this approximation, we train the network to learn

v✓ (x(t), t)⇡ v(x(t), t) (14)

7

Generative Network:  
Conditional Flow Matching

[L. Favaro, RK, A. Paasch, S. Palacios Schweitzer,  T. Plehn, D. Schwarz, arXiv:2501.12363]
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lations [23]. Mathematically, CFM is based on two equivalent ways of describing a diffusion
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Figure 4: Kinematic distributions from 4-dimensional unfolding. We also show the reco-level
and the gen-level truth for mt = 172.5 GeV. In the bottom-right panel we compare Mj j j for
mt = 172.5 GeV to generated unfolding for mt = 173.5 GeV, not seen during training.

dominated by the training bias of the network, specifically a maximum at Mj j j = (172±1) GeV.
This means the top peak is entirely determined by the training bias and hardly impacted by
the reco-level data which we unfold.

From the 4-dimensional unfolding we know that the network learns the W -peak in the
2-jet masses and the top peak in the 3-jet mass at a precision much below the physical particle
widths. The problem is that the bias from the network training completely determines the
position of these mass peaks in the unfolded data. To confirm that these findings are not
an artifact of our reduced phase space dimensionality, we repeat the same analysis for the
6-dimensional phase space

¶
Mj1 j2, Mj2 j3, Mj1 j3, mj1, mj2, mj3

©
. (20)

The unfolded 3-jet mass distributions are shown in Fig. 5, corresponding to the 4-dimensional
case in Fig. 4. While the unfolded peak in Mj j j is a slight bit worse than for the easier 4-
dimensional case, the bias from the training remains, in spite of the fact that we are weakening
the expressive power of the unfolding network by adding distributions that are mildly affected
by the peak position.

Finally, we can look at the truth and learned migration between the reco-level and the
gen-level 3-jet distribution in Fig. 6. In the left panel we see that the forward simulation maps
the sharp peak at gen-level to a broader peak at reco-level. The problem with the central
ellipse describing this physical migration by detector effects is that it does not indicate any
correlation between the Mj j j-values at reco-level and at gen-level. The learned migration in
the right panel reproduces the forward migration exactly.

For the generative unfolding this means that small differences at reco-level will always be
unfolded to the same sharp region at gen-level, independent of the information contained in

10

[L. Favaro, RK, A. Paasch, S. Palacios Schweitzer,  T. Plehn, D. Schwarz, arXiv:2501.12363]



Unbinned, Multi-Dim Unfolding

“Nobody in their right mind would ever attempt to use unfolding for a mass 
measurement.” [Lecturer at Terascale Statistics School]
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[L. Favaro, RK, A. Paasch, S. Palacios Schweitzer,  T. Plehn, D. Schwarz, arXiv:2501.12363]
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Figure 4: Kinematic distributions from 4-dimensional unfolding. We also show the reco-level
and the gen-level truth for mt = 172.5 GeV. In the bottom-right panel we compare Mj j j for
mt = 172.5 GeV to generated unfolding for mt = 173.5 GeV, not seen during training.

dominated by the training bias of the network, specifically a maximum at Mj j j = (172±1) GeV.
This means the top peak is entirely determined by the training bias and hardly impacted by
the reco-level data which we unfold.

From the 4-dimensional unfolding we know that the network learns the W -peak in the
2-jet masses and the top peak in the 3-jet mass at a precision much below the physical particle
widths. The problem is that the bias from the network training completely determines the
position of these mass peaks in the unfolded data. To confirm that these findings are not
an artifact of our reduced phase space dimensionality, we repeat the same analysis for the
6-dimensional phase space
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The unfolded 3-jet mass distributions are shown in Fig. 5, corresponding to the 4-dimensional
case in Fig. 4. While the unfolded peak in Mj j j is a slight bit worse than for the easier 4-
dimensional case, the bias from the training remains, in spite of the fact that we are weakening
the expressive power of the unfolding network by adding distributions that are mildly affected
by the peak position.

Finally, we can look at the truth and learned migration between the reco-level and the
gen-level 3-jet distribution in Fig. 6. In the left panel we see that the forward simulation maps
the sharp peak at gen-level to a broader peak at reco-level. The problem with the central
ellipse describing this physical migration by detector effects is that it does not indicate any
correlation between the Mj j j-values at reco-level and at gen-level. The learned migration in
the right panel reproduces the forward migration exactly.

For the generative unfolding this means that small differences at reco-level will always be
unfolded to the same sharp region at gen-level, independent of the information contained in
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Figure 5: Kinematic distributions from 6-dimensional unfolding. In the right panel we compare
Mj j j for mt = 172.5 GeV to generated unfolding for mt = 173.5 GeV, not seen during training.

the reco-level data. Following Sec. 2.4 and Eq.(16) the unfolded distribution punfold(xgen) is
entirely determined by the training choice ms and shows practically no dependence on the
value md encoded in the actual data.

3.2 Taming the training bias

The next question is how we can improve the situation where, ms being the top mass value
used for the simulation and md the actual top mass in the data, Eq.(16) turns into

psim(xgen|ms) punfold(xgen|ms,��md )

p(xreco|xgen)

???y
x???pmodel(xgen|xreco,ms)

psim(xreco|ms)
correspondence ���������! pdata(xreco|md) (21)

In the unfolded distribution the training information ms completely overwrites md . More-
over, even if there was enough sensitivity, a classifier comparing two shifted mass peaks learns
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‣ Add an estimator of mt to the input data xreco 

‣ Weighted median of 3-jet mass: 
‣ For a batch size of about 104 events 
‣ Training with three different values of
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weights far away from unity, leading to numerical challenges. This means we cannot use the
usual iterative methods to remove the bias from the training data.

Following the strategy from Sec. 2, we first increase the sensitivity on md . For this, we
pre-process the data such that md is directly accessible by adding an estimator of md to the
representation of xreco. Ideally, this estimator would be inspired by an optimal observable.
Such a 1-dimensional sufficient statistics should exist, and we know how to construct it. For
the top mass we just use the weighted median of the 3-jet masses at reco-level, Mbatch

j j j . For a
batch size around 104 events, this information will be strongly correlated with the top mass,

Mbatch
j j j ⇡ md ⌘ mt

����
data

. (22)

This batch-wise kinematic information can be extracted at the level of the loss evaluation, and it
goes beyond the usual single-event information, similar to established MMD loss modifications
of GAN training [12,21].

Second, we weaken the bias from the training data by combining training data with dif-
ferent top masses, but without an additional label,

mt = {169.5,172.5, 175.5} GeV (combined training). (23)

It turns out sufficient to cover a range of top masses with separate, unmixed training batches.
The range ensures that top masses in the actual data are within the range of the training
data. We ensure a balanced training by enlarging the event samples with mt = 169.5 GeV
and mt = 175.5 GeV to match the size of the largest sample. This is done by repeating and
shuffling the input data, which effectively uses these events several times per epoch. With
an appropriate regularization we avoid overfitting. The limited number of CMS simulated
events for the eventual analyses makes this training strategy sub-optimal. We expect larger
and additional mt simulations, unavailable at this time, to improve the results. We observed
that both steps need to be included to ensure precise, unbiased results.

Obviously, this strategy of strengthening the dependence on md and reducing the training
bias is not applicable to all problems, and it does not lead to the endpoint of the Bayesian
iterative method, but for our combined inference-unfolding strategy it works, and this is all
we need.

Transfusion architecture

As the network task becomes significantly more difficult we replace the simple dense architec-
ture with a transfusion network, described in detail in Ref. [3,51] and visualized in Fig. 7.

Each component of the n-dimensional condition as well as of the time-dependent N -dimen-
sional input x(t) are individually embedded by concatenating positional information and zero
padding. The embedded conditions are passed through the encoder part of a transformer,
while the embedded input is passed through the decoder counterpart. In both transformer
parts, we apply self-attention to learn the correlations in the condition and in the input. It is
complemented by a cross-attention between encoder and decoder outputs, to learn the correla-
tions between conditions and inputs. They are crucial for the unfolding task. The transformer
outputs for every component of the input one high-dimensional embedding vector ci , which
is mapped back to a 1-dimensional component of the velocity field by a shared dense linear
network. This way we express the learned N -dimensional velocity field of Eq.(14) as

v✓ (xgen(t), t, xreco) = (v✓ (c1, t), . . . , v✓ (cN , t)) . (24)
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Dual network

Given the more complicated training task, we observe a drop in performance when we increase
the dimensionality to unfold the 6-dimensional phase space

x =
�
{mi}, {Mik}
�

, (25)

defined in Eq.(20) using the transfusion network. Inspired by Refs. [22,23], we factorize the
phase space density into two parts, each encoded in a generative network: the first network
learns the individual jet mass directions in phase space, which are universal and do not depend
on the value of mt ; a second network generates the 2-jet masses conditioned on the individual
jet masses,

p(xgen|xreco) = p
Ä
{mi,gen}
�� xreco, Mbatch

j j j

ä
| {z }

network 1

p
Ä
{Mik,gen}
�� {mi,gen}, xreco, Mbatch

j j j

ä
.

| {z }
network 2

(26)

Both CFM-transfusion networks also receive Mbatch
j j j calculated for a full batch using Eq.(6). For

the event generation we first generate the unfolded jet masses {mi}, pass them as a condition
to the second network, and then generate the unfolded 2-jet masses {Mik}.

Looking at the 6-dimensional correlation giving Mj j j in Fig. 9, we observe a hardly visible
drop in performance, but still no bias from the training data. As before we observe peak values
at mpeak = (172± 1) GeV when unfolding data with 171.5 GeV and at mpeak = (174± 1) GeV
when unfolding data with 173.5 GeV.

3.3 Mock top mass measurement

We estimate the benefit from generative unfolding by repeating the top mass measurement
from Ref. [30], but with a large number of bins in the Mj j j histogram. The top mass is ex-
tracted from the binned unfolded distributions using a fit based on �2 = dT V�1d, where d
is the vector of bin-wise differences between the normalized unfolded distribution and the
normalized prediction from the simulated data. The covariance matrix V contains the uncer-
tainties and corresponding bin-to-bin correlations. A parabola fit provides the central value of
mt and the standard deviation.
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Figure 9: Unfolded Mj j j with two networks from 6-dimensional unfolding of data with
mt = 171.5 GeV (left) and mt = 175.5 GeV (right). We train the network combining samples
with three top masses, Eq.(23).
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Figure 9: Unfolded Mj j j with two networks from 6-dimensional unfolding of data with
mt = 171.5 GeV (left) and mt = 175.5 GeV (right). We train the network combining samples
with three top masses, Eq.(23).
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Roman Kogler Boosted top jet mass in CMS24

‣ Classify radiation by kT and angular “hardness”
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‣ Decluster top jets to measure LJP 

‣ Possible to perform partial or full declusterings

‣ Access radiation pattern in top jets: rich structure
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‣ Recent 
ATLAS  
measurement

Lund Jet Plane for Tops

‣ Access to  
• ME+PS matching 
• Shower 
• Shower cutoff 
• Hadronization

Roman Kogler Boosted top jet mass in CMS25

[ATLAS, arXiv:2407.10879]

9 Results

The measured density of emissions in the Lund jet plane is shown in Figures 10(a) and 10(b) for the top
and , jet selections respectively. The decays of the high-?T top quarks and , bosons can be distinguished
in the LJP in the region of ln(1/I) < 1.5, ln('/�') < 1.5. In [�q space, these same hard and wide-angle
emissions are what give rise to the three- or two-pronged energy distribution inside the jets. Because
the top quark has a larger mass than the , boson, the peak in the lower-left corner of the LJP is shifted
towards wider angles for the top jets. The average number of emissions per jet, equivalent to the total
integrated density across the LJP shown in Figure 10, is 6.74± 0.02 (stat.)± 0.13 (syst.) for the top jets and
6.02 ± 0.04 (stat.) ± 0.22 (syst.) for the , jets. This implies that, on average, almost one more emission is
reconstructed for the top jets, which contain all the decay products of the top quark, compared to the ,
jets, which do not. The estimated uncertainty for the , jets is greater due to the effects of the unfolding,
particularly the lower acceptance, in this selection.

In the region where �' and I are both small, the LJP for the top jets and the , jets resembles that of
the light-quark-initiated jets measured in Ref. [13]. Here, a high density of emissions is observed in the
transition region between the perturbative and non-perturbative regimes where :T(⇡ I �'?Jet

T ) = ⇤QCD.
To leading order in perturbative QCD, the density of emissions is proportional to Us(:T). Hence, there is
an increase in the density of emissions as the running of Us causes it to grow sharply. In the upper-right
corner, the number of emissions is suppressed. Here :T < ⇤QCD, so the density of emissions receives large
corrections from non-perturbative terms proportional to powers of (:T/⇤QCD) [2].

In the upper-left corner of the LJP, there is a low density of emissions due to the trimming procedure
that was applied to the jets’ constituents. Since the trimming algorithm proceeds by reclustering the jet
constituents with a radius parameter 'trim = 0.2 and subsequently discarding subjets with a ?T-fraction
smaller than 5trim = 0.05, one can expect this region to be bounded by ln('/�') . ln('/'trim) ⇡ 1.6 and
ln(1/I) & ln(1/ 5trim) ⇡ 2.2.
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Figure 10: Measured LJP for the (a) top jet and (b) , jet selections.
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‣ Correct our models 
• LJP reweighting



JMS and JMR Calibration
‣ Extend the current method to include the JMR 

‣ Unbinned model, constrain JMR and JMS in-situ in the unfolding (!) 
• More developments needed 

‣ b jet flavour uncertainty more difficult 
• Fragmentation differences between MC simulations 
• Detailed studies required to understand response differences

Roman Kogler Boosted top jet mass in CMS26

[DP-2023/044] AK8

https://cds.cern.ch/record/2865845


Finally: Theory Input!

Projections promise large 
improvement in prospective 
measurements 

With HL-LHC, uncertainties 
of 400 MeV in mt in reach 

So far, always mtMC implicitly 
used, need calculations to 
turn the cross section 
measurements into mtMSR 
measurements!
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