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ata Services Features and purposes

Data Management Plans (DMPs) 1! are a key instrument for the application
of FAIR data practice ¢l as anchored in the new Scientific Data Policy of the
European XFEL and aim at:

Optimising the beamtime planning, operation and data management
through structured communication;

EuXFEL Data Format

(EXDF) Specification DMP 1234

DMP 2345
DMP 3456

DMP 4567

Realising specific as well as dynamic workflows for each proposal by
alignment of EUXFEL services to the individual needs of experiments;

v

Finding arrangements

Providing documentation and reference for purposes such as future
DMPs formulate agreements between the experiment team, represented by the experiment data contact (EDC) proposa| SmeiSSionS, experiment p|anning and (Open) data_reuse_

and the facility staff, represented by the local data contact (LDC) and local (instrument) contact (LC).

DMPs are guiding the proposal data lifecycle

. . . . . i ] Inspired by:
DMPs will be integrated to the proposal workflow, incrementally adding information. Data present In 1]

proposal services like the user portal will automatically be injected. Updates will be possible any time.
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DMPs in practice: standard procedures... ... and particular challenges
Implementation
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Second pilot phase with DMPs @
for all proposals of the run.
Main aim: testing the upscaling Th e fu t u re
of user support resources
DB static facility
, .
2 02 6 + Experiment Data Contact (e-mail): jane.doe@university.edu ) M P aS a. S e rV I C e p \ DMP tool \ )
Local Contact (e-mail) john.doe@xfel.eu DB pre_existing
Local Data Contact (e-mail) erika.mustermann@xfel.eu [ - - Sample :
DMPs are mandatory for all - e | =—ull |nteg ration of i formation instrument
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proposals by Vlrtue Of the new Detector used: AGIPD 1M v eXi Sti n g Syste mS > < -
SCIe ntlflc Data POI ICy Pulses per train used: 352
Expected data duty cycle %: 70 MTtTdata
- catalogue
Expected raw data size: 1500 TB
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Preferred data reduction method: Detector frame selection
. . enrichment to experts actions
Dedicated interface
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