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1. Computing for LHC in Germany
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The Eventflow
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LHC Computing Model

Tier2

Lab a

Uni a

Lab c

Uni n

Lab m

Lab b

Uni bUni y

Uni x

Tier3
physics

department

α

β

γ
Desktop

Germany

Tier 1

USA
UK

France

Italy

……….

CERN Tier 1

……….

The LHC 
Computing 
Centre

CERN Tier 0



Hamburg, Dec 4th. 2007 DESY IT 6

The Hierarchical Model

Tier-0 at CERN
• Record RAW data (1.25 GB/s ALICE)
• Distribute second copy to Tier-1s
• Calibrate and do first-pass reconstruction

Tier-1 centres (11 defined)
• Manage permanent storage – RAW, simulated, processed
• Capacity for reprocessing, bulk analysis

Tier-2 centres (>~ 100 identified)
• Monte Carlo event simulation
• End-user analysis

Tier-3
• Facilities at universities and laboratories
• Access to data and processing in Tier-2s, Tier-1s
• Outside the scope of the project
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T2 Centres in Germany

3 average Tier 2’s (Atlas), 1.5 average Tier 2 (CMS), 
1 Tier 2 (LHCb) and 1 Tier 2  (Alice) are requested 
for Germany 
Desy: ~1 av. Tier 2 for CMS 
- “ - ~1 av. Tier 2 for Atlas
- “ - 1 av. Tier 2 for LHCb
Federations with Aachen and Göttingen
Aachen commitment: ~0.5 average Tier 2 (CMS)
Uni. of Freiburg, Wuppertal,  LMU Munich & MPIfP
0.5 Tier 2 each (Atlas)
GSI commitment: 1 av. Tier 2 for Alice
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Memorandum of 
Understanding
for Collaboration in the Deployment and Exploitation
of the LHC Computing Grid
between
The EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (“CERN”),
an intergovernmental Organization having its seat at Geneva, Switzerland, as the Host
Laboratory, the provider of the Tier0 Centre and the CERN Analysis Facility, and as the
coordinator of the LCG project, on the one hand,
and
all the Institutions participating in the provision of the LHC Computing Grid with a Tier1
and/or Tier2 Computing Centre (including federations of such Institutions with
computer centres that together form a Tier1 or Tier2 Centre), as the case may be,
represented by their Funding Agencies for the purposes of signature of this
Memorandum of Understanding,
on the other hand, (hereafter collectively referred to as “the Parties”).
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Where are the requirements
stated? 
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Grid Schema
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The Terascale Alliance Grid Program
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Partners:

DESY

Research Centre Karlsruhe (FZK)

LMU Munich

RWTH Aachen

University of Freiburg

University of Karlruhe

University of Wuppertal
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Primary Objectives

To allow German Institutes/Universities to 
participate in WLCG

To provide a outstanding computing
infrastructure to  the German particle
physics community

To become a major contributor to Grid 
technology
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Objectives

Develop the needed GRID infrastructure 
Establish a National Analysis Facility to provide the needed 
computing resources for batch and interactive analysis by 
individual physicists
Form a Virtual Computing Centre to optimize the utilisation of 
the available resources (Tier-1, Tier-2, Tier-3) in a coherent 
and efficient way and allow for an optimal access of all partner
institutes to the computing resources and data 
Set up a high performance network between all collaborating 
institutes
Further development of GRID structures and tools in order to 
optimize the reliability and utilization of the computing 
resources
Provide Training, workshops and schools in order to train 
GRID users and site administrators.
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WP 1: Establishing a virtual
Computing Centre

WP 1: Computing resources for the half Tier 2 
centres (RWTH, LMU, Uni Freiburg, Uni 
Wuppertal)

30025020015010050[TB]Disk 
CMS

14501200950700450200[kSI2K]CPU 
CMS

66851836921912921[TB]Disk 
Atlas

1445115285945029239[kSI2k]CPU 
Atlas

201220112010200920082007
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WP 1: Establishing a virtual
Computing Centre

High Performance Networking

Idea:

Built up a national high bandwidth networking
infrastructure for HEP-Labs/Universities

Use existing DFN-Infrastructure and existing
connections

Allow fast access to data sources on Tier 1 and Tier 2‘s 
and the NAF

Coordinator: DESY, FZK
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WP 1: Establishing a virtual
Computing Centre
Operation and User friendliness of the virtual

computer centre
Redundancy
Easy access to data
Common user administration
Support
Resource scheduling and accounting
Coordination and Management
…

Partners: All
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WP 1: Establishing a virtual
Computing Centre

Development and deployment of a Grid-based mass
storage system

dCache development for

Performance issues

Scalability issues

Ease of use

Operational issues

Partners: DESY, FZK, LMU, RWTH
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WP 2: Development of Grid Tools & 
Optimization of Grid Components

Virtualization of resources

Idea: Grid-Services on minimal hardware resources
based upon virtualization techniques

Partner: FZK, Uni. Karlsruhe

Application driven monitoring

Development, Integration  and deployment of HEP-
related monitoring tools for the whole Grid 

Partners: FZK, Uni. Karlsruhe, Uni. Wuppertal



Hamburg, Dec 4th. 2007 DESY IT 24

WP 3: Training, Workshops and 
Schools

Training lectures for users, admins, … 

Data management cources

documentation

Schools (GridKa school, higher level schools, …) 

Partners: all participants
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WP 2: Development of Grid Tools & 
Optimization of Grid Components

Improved Data Access Management

Idea:

Manage physical data on the Grid by user criterias
like access frequency/probability, management of 
replicas, management of metadata catalogs.

Partners: RWTH Aachen, Uni. Wuppertal
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WP 1: Establishing a virtual Computing Centre 

The National Analysis Facility

(NAF)
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The National Analysis Facility
(NAF)

The need for the NAF:
Tier 2 resources are mainly for the international 
collaboration

Tier 2 resources are by design for batch

No interactive analysis facility available (except on 
Tier 3‘s)

Tier 3 resources are not ready and not always well 
managed

Competing countries do have a NAF
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The National Analysis Facility 

Part of the Helmholtz Alliance 
Only accessible by german research groups for LHC/ILC tasks
Used for batch and interactive usage
Planned for a size of about 1.5 av. Tier 2, but with more data
Starting as joint activity @ DESY, adding more sites later
Requirements papers received from Atlas and CMS, input 
from LHCb expected
Prototype design until Dec., discussion tomorrow afternoon
Key points: 
• Fast and easy access to data
• A more personalized environment than Grid

– Large home directories
– Easier job submission and debugging
– Interactive usage
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NAF: Schematic basic layout

Interactive

Proof?

Batch-Type
(SGE)

gsissh

grid-submit

qsub

??

AFS

Parallel 
Cluster FS

(Lustre)

SRM
(dCache)
Dedicated
Space in 
DESY T2 
space

Desy Tier 2 
(Batch)grid-submit

AFS/Kerberos

?? SRM ??

Grid-ftp / 

srmcp

scp

NAF

I
n
t
e
r
c
o
n
n
e
c
t



Hamburg, Dec 4th. 2007 DESY IT 30

The NAF is part of larger Grid

LHC-Tier 2 Lattice
Data Grid

NAF

ILC/Calice
others

Managed via Virtual Organisations (VOs)
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NAF Hardware Resources
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Status

Currently first hardware upgrades at the Tier 2’s

First positions  (mainly dCache/virtualization ) are 
taken

More positions are announced

Planning of networking under way (with DFN)

Planning of workshops started
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Summary

The whole idea of the Alliance Grid program 
is to set up a excellent computing 
infrastructure for LHC and ILC …
… and to help smaller groups
We have  a very ambitious program with 
very limited resources
We try to ccoperate with other projects 
(EGEE, D-GRID,…)
We try to get as much as possible resources 
from other programs.
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links

http://www.terascale.de

http://grid.desy.de

http://www-it.desy.de/physics/

http://www.dcache.org

http://cern.ch/lcg/

http://goc.grid-
support.ac.uk/gridsite/accounting/index.htm
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dCache: Integration
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