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Resolved bug affecting datasets with old axis 
config
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Also didn’t break current axis config
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Plus new unit tests to cover axis varients
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Error messages from jit

python3 inference_clean.py 
… (not relevant) … 
/data/dust/user/dayhallh/envs/calogpu/lib/python3.12/site-packages/pyro/distributions/transforms/spline.py:535: TracerWarning: Converting a tensor 
to a Python boolean might cause the trace to be incorrect. We can't record the data flow of Python values, so this value will be treated as a 
constant in the future. This means that the trace might not generalize to other inputs!
  if w.shape[-1] == self.input_dim:             
… (ditto previous error) … 
  if w.shape[-1] == self.input_dim:                  
… (ditto previous error) … 
  if min_bin_width * num_bins > 1.0:                    
… (ditto previous error) … 
  if min_bin_height * num_bins > 1.0:                                                                    
/data/dust/user/dayhallh/envs/calogpu/lib/python3.12/site-packages/torch/jit/_trace.py:1306: TracerWarning: Trace had nondeterministic nodes. Did 
you forget call .eval() on your model? Nodes:                            

%eps : Float(1, 62, strides=[62, 1], requires_grad=0, device=cpu) = aten::normal(%63, %71, %72) # 
/data/dust/user/dayhallh/envs/calogpu/lib/python3.12/site-packages/torch/distributions/utils.py:61:0
This may cause errors in trace checking. To disable trace checking, pass check_trace=False to torch.jit.trace()
  _check_trace(                                 
/data/dust/user/dayhallh/envs/calogpu/lib/python3.12/site-packages/torch/jit/_trace.py:1306: TracerWarning: Output nr 1. of the traced function 
does not match the corresponding output of the Python function. Detailed error:                                                                     
                                                                                                                                  
Tensor-likes are not close!                                                                                                                         
                                                                                                                                                    
                                                  
Mismatched elements: 58 / 62 (93.5%)                                                                     
Greatest absolute difference: 2.2353057861328125 at index (0, 1) (up to 1e-05 allowed)
Greatest relative difference: 10.41143919737338 at index (0, 52) (up to 1e-05 allowed)
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Error messages from jit
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Plots with some diffusion models look weird
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Plots with some diffusion models look weird
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Older diffusion model still seems fine
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Older diffusion model still seems fine
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Getting a seg fault in run sim though

It’s a problem regardless of the model used (new or old, for 
both CC and SF), so it’s an issue in the inference process. 
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