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Digital twins: LHC collision events
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‣ In our detectors we measure
stable particles

‣ Our theoretical interest:
fundamental physics

‣ Connection :
Monte Carlo simulation
of (QCD) dynamics



Is event generation expensive?
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‣ In our detectors we measure
stable particles

‣ Our theoretical interest:
fundamental physics

‣ Connection :
Monte Carlo simulation
of (QCD) dynamics

ATLAS HL-LHC Computing Roadmap

1 phys. core
≈ 20 HS23 
≈ 20 HS06

https://cds.cern.ch/record/2802918/files/LHCC-G-182.pdf


CPU budget
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‣ Expensive CPUh: hard scattering MEs



High-multiplicity matrix elements
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‣ Expensive CPUh: hard scattering MEs



ME surrogates

KISS A1 : Can we replace MEs with ML-based surrogates?
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Machine Learning:
Design and train suitable surrogate models .

Monte Carlo:
Develop unbiased algorithm  to use surrogates.

→ Monte Carlo unweighting in 2 stages: surrogate, real ME

Can we save substantial computational time on a real life example?



Run card similar to the ATLAS Z+≤5jets  setup
⇒ use surrogates to speed it up 

Includes phase space enhancement  → increased statistics in
relevant regions:

Realistic LHC ATLAS setup for Z+njets
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HL-LHC scenario (L = 3000fb-1): required events = <h>⋅𝜎⋅L⋅10



Reducing number of DNNs required

Many subprocesses with different parton flavour combinations  within Z + <N> partons
‣ Use same DNN for identical matrix elements (only PDF weight differs) → “reduced”
‣ Consider only diagrams with at most 2 quark lines

⇒ only 256 reduced subprocesses for Z + ≤ 6 jets
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Still further improvement possible: 



Surrogate unweighting

‣ Event weights w (≙ differential cross section) spread 30 
orders of magnitude

‣ Rejection sampling to make the weight distribution 
uniform → unweighted events

‣ Acceptance probability: 

→ 99.95 % of exactly determined weights not used, including expensive ME weight
‣ Idea: Use surrogate s in first unweighting step

‣ Calculate exact weight afterwards and correct with overweight in second rejection step

‣ Large time savings (gains) expected, unbiased prediction 10

(≈ 0.0005 for Z+6jets)

Plot from Mathis Schenker



How much do we gain overall?

We need:
‣ low original unw. eff.: 𝜀full ≪ 1
‣ fast surrogate: ⟨tsurr⟩ ≪ ⟨tME⟩
‣ accurate surrogate: 𝜀2nd,surr ≅ 1

Effective gain factor
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Effective gain factor



Gain factor as loss function
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Train model directly on final figure of merit: 
gain factor

Hyperparameters optimised with OPTIMA



Gain factor as loss function

For gu→e+e-gggggu:
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Epoch 50: before loss change Epoch 105: best model



Summed vs Sampled vs Surrogate

⇒ use surrogate starting from summed: train 60/256 most time saving subprocesses
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(table needs update)



Comparison of computational time on test data
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Z+6jets: gu1→e+e-gggggu1
Z+6jets: gd1→e+e-gggggd1
Z+6jets: u1u1→e+e-ggggu1u1

Z+6jets: gd̅1→e+e-gggggd̅1
Z+6jets: gu1→e+e-gggu1d2d̅2

Summed reduced subprocess trained right of this line



Performance estimate of pp→e+e-+≤6j on test dataset
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Without surrogates: With surrogates:
≈ 3380  HS23s/event ≈ 160 HS23s/event

Colour sampled: ≈ 1084  HS23s/event



Comparison of computational time on test data
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Previous work and KISS plan (03/23 - 03/26)
● Proof of principle:

○ MA theses (Johannes Krause, TU Dresden 2015 & Katharina Danziger, TU Dresden 2020)
○ Danziger, Janßen, Schumann, Siegert [2109.11964]

● First generalisation and more advanced NN:
○ Janßen, Maitre, Schumann, Siegert, Truong [2301.13562]

● Milestones for KISS:

● BA theses:
○ Mathis: Effective gain factor as loss (11/24 - 2/25, M5)
○ Leonard: Network structure: L-GATr (3/25 - 6/25, M5)

today

→ Timo (paused)

✅ ✅
→ Meeting needed

→ in plan



Appendix

19



Network details
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Data taken from integration step:
- Momenta and derived dipole Terms

Data split into:
-    800k train
-    200k val
- 1 000k test



Optimal epsilon max
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Modularity: Sherpa Interface
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Interface available for external surrogate providers
→ available in both Sherpa2 and Sherpa3

Output from Sherpa for training:
‣ momenta  of initial and final state ME partons and 

ME (+PhS) weight

Training outside of Sherpa (your NN could go here):
‣ Train Onnx model

Input to Sherpa:
‣ Onnx model which calculates ME weight surrogate  

from momenta

Integration

Event generation

~5M events: momenta  
and ME weight

Onnx NN model

1. Pick PS point
2. Keep event 

according to 
ME weight

momenta

Train

NN

ME weight 
surrogate



Accelerating  Sherpa 3 Unbiased with DL Surrogates
TU Dresden / Tim Herrmann
DPG Spring Conference // 08.03.2024

Slide 23
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Original prototype: fixed hyperparameters
Problem: different scattering processes 

→ very different optimal hyperparameters?
→ need flexible and automatic optimisation

Solution: OPTIMA
‣ Hyperparameter optimization using:

• Bayesian optimisation and/or
• Population based training (PBT)

‣ Erik Bachmann: master thesis and 
• on pypi: optima_ML

NN optimisation: OPTIMA

OPTIMA

Keras (Tensorflow), Lightning (PyTorch)

PBT 
(Population 

Based 
Training)

Hyperparameter 
Optimisation

Input
Variable
Selection

https://cds.cern.ch/record/2872930
https://pypi.org/project/optima-ml/
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 ATLAS Software and Computing HL-LHC Roadmap - v 2.1 (cern.ch)Need for Faster Event Generation
1 HS06 ≅ 10 core HEP-SPEC06 (HS06) (hepix.org) 

arXiv:2209.00843 [hep-ph]
(reproduced in PhD thesis of Timo Janßen)

Z+jets:

ttbar + jets:

https://cds.cern.ch/record/2802918/files/LHCC-G-182.pdf
https://w3.hepix.org/benchmarking/HS06.html
https://arxiv.org/abs/2209.00843

