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I Objectives

I.1 Overall goal of the project

The project Archive of the Future enables the transition of long-term data archives from unin-
formed and static data silos to smart and dynamic data libraries catering high-value data for ba-
sic scientific research. This transition will be vital for the success of the new research facilities in
radio and sub-millimetre astronomy, such as the upgraded LOw Frequency ARray (LOFAR2.0)
[1] and the new Cerro Chajnantor Atacama Telescope (CCAT) Observatory [2], and prepare for
the enormous challenges excepted from the huge data volumes from MeerKAT+ [3] and the
Square Kilometre Array (SKA) [4]. The investment in these research infrastructures will only be
fully realised if their valuable data are efficiently and effectively stored and made available for
transparent and easily accessible use. At the same time, large scientific simulations make use
of large supercomputing capacities, such as in the field of numerical quantum chromodynamics
(lattice QCD), and produce huge volumes of data with similar requirements for the archiving
of their intermediate and final data products. Archive of the Future aims to provide essential
new concepts and install prototypes for future archives to be able to deliver intelligent long-term
storage. These concepts will be developed with the focus of transferring them to other fields
of astronomy, physics and well beyond. In a strongly interdisciplinary approach, we will trans-
form current big data storages into highly structured archives that actively support the discovery
aspect in the scientific community. Hence, we have started a unique collaboration between ex-
perts in data storage and domain scientists. We will build on our unique experience with the
LOFAR Long-Term Archive (LTA) for the radio-astronomy community and the International Lat-
tice DataGrid (ILDG) [5] for the lattice QCD community to develop dedicated science-enhancing
archives. The project will convert these existing archives into knowledge data banks (see our
vision in figure 1). Importantly, we will hand on our experience and the newly developed con-
cepts to the recently installed Data Center of the CCAT Observatory. Thus, the next generation
of archives immediately profits from the experiences of the past.

The project proposers form a unique network of key players in data production, storage, and
processing across astronomy and physics, including researchers from Bielefeld University (ra-
dio astronomy and lattice theory), Forschungszentrum Jülich (LTA hosting), and the University of
Cologne (sub-millimetre astronomy and CCAT archive development). Experts from ASTRON
(LOFAR and its LTA portal [6]) and ZAH (German Astronomical Virtual Observatory (GAVO)
[7]) complement the project team. Combining diverse competencies ensures technical storage
and domain experts collaborate effectively, aligning advanced archives with user needs. This
interdisciplinary effort across two distinct communities is expected to benefit the entire ErUM

Figure 1: From a purely technical (left) to a science-integrated structured data storage (right)
with connections to the advanced data products (for example, processed data and publications).
The lack of information (black boxes) about scientific content at the storage facility is replaced
by a structured storage of information (rainbow colours).
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LOFAR Long Term Archive 
Federated over 3 sites 
~ 60 PB as of 1/2025

International Lattice Data Grid 
Collection of simulation data from  
many groups, globally federated

CCAT Observatory Long Term Archive 
New archive, first light in near future 
~ 2 PB/year

LOFAR LTA Portal, 
SKA SDC GAVO
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Figure 2: Depicting the areas of the data lifecycle where each work package focuses its efforts.

the necessary infrastructure to test and implement the developed solutions. UoC, currently set-
ting up the CCAT Data Centre from scratch, will provide valuable feedback to ensure solutions
are applicable across multiple communities. It can benefit from lessons learned by existing facil-
ities, which, at the same time, have to be intricately gathered since there is no readily-available
collection of best practices or solution blueprint. Insights from ILDG metadata catalog opera-
tions and guidance from our associated partner ASTRON in regard of their metadata catalog
will further enhance this work.

WP2: Data Processing. WP2 focuses on relocating data processing pipelines to com-
putational resources situated near the data itself and exploring innovative capacity planning
strategies. UBI, with its experience in large-scale lattice QCD computations and operating the
GLOW cluster [8] at FZJ, will lead this work package. Their expertise in handling world-wide
distributed lattice data as well as radio astronomy data, including close collaboration with AS-
TRON on the staging service and the metadata catalog, will be pivotal. UoC will contribute with
concepts for processing CCAT data, while FZJ will provide computational resources and tech-
nical assistance to test and implement the approaches. ASTRON and the ILDG community will
supply relevant project information and data requirements.

WP3: Data Interconnection. WP3 will take the initial steps toward establishing a data
knowledge tree, aiming to maximize the scientific output by facilitating data reuse. All part-
ners will contribute through their strong connections to the relevant scientific communities. A
knowledge tree benefits both data providers and end users by enabling discoveries from exist-
ing data and ensuring providers receive appropriate recognition in publications and discoveries.
UoC has already conceptualized a central database for tracking observations from proposals to
publications but requires a knowledge graph component, which this project address. Addition-
ally, the associated partner ZAH will play a key role in helping making metadata available in a
VO-compatible (Virtual Observatory) format, adhering to the standards established by GAVO.

WP4: Dissemination, Training and Coordination. Effective communication and coordi-
nation are essential for successful knowledge transfer. Additionally to the internal coordination
among the project partners, WP4 will establish a coordination board to facilitate engagement
with external projects and communities thus ensuring that the methods and findings developed
throughout the project are widely disseminated within the community and made accessible to
the general public. WP4 will draw on FZJ’s expertise in organizing training sessions, teaching,
and outreach events and all partners will contribute their ideas and concepts to this WP.
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• WP1: Data Organisation 
make archive aware what belongs together, 
transparent real-time monitoring, compressing  


• WP2: Data Processing 
make storage and compute aware of staging 
and processing times and dependencies and 
sort processes accordingly; slicing of files 
from tar archives


• WP3: Data Interconnection 
data knowledge tree based on VO standards; 
connect data, data products & publications


• WP4: Dissemination, Training and 
Coordination 
reach out to various communities, deal with 
different data policies


