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Welcome to Lyon
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IN2P3 Computing Center



dCache 4

Who is using IN2P3-CC
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IN2P3-CC Storage
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dCache @IN2P3-CC

In production since 2005, 20th birthday
from 35TB to 72PB 
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dCache @IN2P3-CC

3 dCache instances (v9.2)
● LCG (Atlas / CMS / LCHb)

- 51PB / 129M files
- 165 servers (Dell R740XD2, HPE Apollo 4200)
- weakly : 3PB imported, 5PB exported, 4PB read analysis
- up to 300TB staged from tapes per day

● Rubin Observatory (LSST)
  - 18PB allocated, 25% used but 277M files
  - 65 servers
  - 2500 images per night (20TB), +5PB per year
  - See Fabio’s presentation tomorrow

● EGEE (Dune, Belle2, Juno, Xenon, ...)
- 2.5PB / 36M files
- 13 servers
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dCache architechure

Disk servers conf : 
- Dell R740XD2, HPE Apollo 
4200
- 24x 16TB disks, RAID6 XFS
- 128G RAM
- 2x Intel Xeon-S 4310 12c 
2.10GHz
- 25Gbps network

Core servers conf : 
- HPE DL360 Gen11
- 128G RAM
- Intel Xeon-G 5415+ 8c 2.9GHz
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Highlights

● SRM decommissionned for WLCG, still in use for others (EGEE)
 

● bulk API is running well, used by Atlas, CMS, LHCB (1 frontend / VO)

● Still affected sometimes by pools stuck flushing to tape #7511 or #6426

https://github.com/dCache/dcache/issues/7511
https://github.com/dCache/dcache/issues/6426
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● 71 CentOS7 disk servers migrated to RHEL9 in 1 day (without loosing files)
● Some issues with RHEL9 + Java17 (SHA1 clients, SRM access fails with 

« unknown SOAP error ») -> Back to Java11 for problematic endpoints
● JVM error: java.lang.OutOfMemoryError : Cannot reserve x bytes of direct 

buffer memory

Highlights
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Highlights

● Kafka events monitoring migrated from ELK to Opensearch

● Events flush with Opensearch connector for Kafka
https://github.com/Aiven-Open/opensearch-connector-for-apache-kafka

● New feature in Opensearch 3.0 : Pull-bases ingestion
Pull-based ingestion enables OpenSearch to ingest data from streaming sources such as Apache Kafka

X-pack tools under commercial license

https://github.com/Aiven-Open/opensearch-connector-for-apache-kafka
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Highlights
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Highlights

 French dCache T1+T2 sites global monitoring (T1 + 4 T2)
- 1 dCache and Kafka instance with connector 
on each site
- 1 global Opensearch/Kibana instance running 
@IN2P3-CC
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Highlights
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Deployment

 dCache install and conf deployed with Ansible playbook 
 ecosystem with Puppet (sys conf, grid stuff, Nagios probes)
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Nagios monitoring

 Nagios probes to monitor : 
- check dCache cells
- certificates validity
- Zookeeper/Kafka health
- PostgreSQL cluster
- CPU load
- Filesystem partitions
- mountpoints
- sysadmin stuff (server status, puppet last run age, sssd, ...)
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What’s next ?

 Prepare for HL-LHC workload   🚀
 Migrate to dCache 10.2
 Rewrite our HSM script interface between dCache and HPSS or reuse KIT’s 

script dc2Hpss
 Set up QOS for data movement on demand between disk and tape (LSST)
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