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Updates today - overview
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Dynamic filtering
à Prototype for dynamic filtering at MPIfR based on Effelsberg data successfully tested, TA5 document

finalized, document on the outcome of ML training and link to code plus open data

à Preparations for „Generic tools to both convert trained neural networks into efficient HLS/VHDL FPGA 
firmware … and to establish comparable software solutions“, document circulated in TA5

à Presentation by Johann Voigt at FairMAT meeting last week

Scaling workflows
à ML-PPA results from Tanumoy Saha

à Developments for efficient caching
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Dynamic filtering – test environment and open data

PUNCH4NFDI    |  TA 5 https://edmond.mpg.de/dataset.xhtml?persistentId=doi:10.17617/3.HQYC8O

Robust realtime identification of dispersed radio
astronomical signals that last much less than a 
second is challenging. Here we explore the
utility of machine learning techniques to identify
such signals and use data taken on the Crab
pulsar using the Effelsberg 100m Radio 
Telescope. 
Data corresponds to the frequency range of
1240-1510 MHz, and contains 20 minutes of the
pulsar signal. In addition, the DM-time data
generated by the realtime pipeline, the
associated Tensorflow CNN model is included
and the training dataset are included. The data
are intended for machine learning tasks focused
on single-pulse detection and classification. 

Nice example for fast ML use case
Feedback from users welcome!

https://edmond.mpg.de/dataset.xhtml?persistentId=doi:10.17617/3.HQYC8O
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ML on FPGAs - document with results
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à Evaluated different tools to implement neural network inference on FPGA for different applications: 
hls4ml, direct VHDL implementation, specialized hardware (Versal AI engines) 

à Dynamic field with high dependence on vendor tools and high degree of specialization
à Document with experiences and generalized recommendations
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ML on FPGAs – presentation

PUNCH4NFDI    |  TA 5 Presentation by J. Voigt (TU Dresden)

Presentation slides available: 
https://events.fairmat-nfdi.eu/event/32/contributions/418/attachments/45/105/2025_07_03_ML_on_FPGA_PUNCH4NFDI.pdf

https://events.fairmat-nfdi.eu/event/32/contributions/418/attachments/45/105/2025_07_03_ML_on_FPGA_PUNCH4NFDI.pdf
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ML on FPGAs – presentation: Pulsar data analysis

PUNCH4NFDI    |  TA 5 Presentation by J. Voigt (TU Dresden)
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ML on FPGAs – presentation: HLS4ML

PUNCH4NFDI    |  TA 5 Presentation by J. Voigt (TU Dresden)

Automatic conversion from trained models to
HLS (High Level Synthesis) code
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ML on FPGAs – presentation: ATLAS high trigger rates

PUNCH4NFDI    |  TA 5 Presentation by J. Voigt (TU Dresden)
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ML on FPGAs – presentation: Complex requirements

PUNCH4NFDI    |  TA 5 Presentation by J. Voigt (TU Dresden)
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ML on FPGAs – presentation: Recommendations

PUNCH4NFDI    |  TA 5 Presentation by J. Voigt (TU Dresden)
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Efficient caching - developments 
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Prototype setup for PUNCH users: 
Improvements for storing frequently accessed files closer to the compute environment, thereby 
improving data locality and throughput 

Analyses on distributed data, repeated file accesses also for validations in time-critical workflows

Deliverable: D-TA5-WP4-3 (31 Mar 2025): Caching strategies for processing a set of
benchmark files with the evaluated efficiencies and latencies

Apptainer (formerly Singularity) provides a containerized 
execution layer to encapsulate XCache environment, 
ensuring:
• Dependency isolation
• Environment reproducibility
• Portability across HPC and cluster nodes
à enabling deployment of complex caching setups without 
polluting the host system or requiring root privileges.

XCache addresses I/O bottlenecks in 
data-intensive workflows by reducing 
latency for repeated file access.
It acts as a caching proxy for XRootD-
based data sources

Work by G. Dange (FIAS)
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Efficient caching - developments 
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Created container with definition file
Used apptainer to build xcache.sif and xrootd.def to compile and install XRootD and
XCache from source with installed dependencies – complete setup using xrooot.def script
Writeable mode for apptainer

Work by G. Dange (FIAS)

Initial tests successful:
Validating XCache behaviour with CERN Open Data (public CMS data sets from 
eospublic.cern.ch)
à Run xrdfs localhost query stats to retrieve key metrics: cache.hits, cache.misses, 
and cache size used
à Acceleration of file access observed

Performance results and benchmarks – until September

Future work: Adding authentication plugins and secure configurations
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Other results and outlook
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Forwarding/promoting recent results of TA5 (next meeting July 17)

More deliverable documents to be prepared

Activities for many deliverables for the remaining time of PUNCH 1.0 – critical is work for WP5 

Paper on classical theory of optimal detection in context of radio astronomy in preparation

Towards PUNCH 2.0: Possible collaboration with NFDI4DS on Fast ML?


