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Introduction



Radio Galaxies
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Radio Galaxies

LoTSS DR2 Sources
arXiv:2003.06137



Motivation



Can we classify radio 
sources without labels?

• Lack of theoretical models or simulations 


• Differing and possibly inadequate 
classification schemes


• Possible discovery of new morphologies

arXiv:2212.08504



Method



SSL Approach
1. Learn a representation space that encodes image similarity


2. Create a small labelled subsample that describes the morphological variety


3. Provide class probabilities for the dataset



1. Representation Space
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• Dataset:
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2. Subsample labelling
Clustering

• Labelled subsample:


• 12 classes


• 2920 sources



3. Fine-Tuning
Supervised Classification



Results



Results
Classification



Conclusions

• The morphological similarity was 
successfully encoded in the 
representation space


• The required effort for survey 
classification was significantly reduced


• A new classification scheme based on 
the geometric appearance was 
proposed


• The method still requires human 
intervention

✅

🛠



Thank you!



Random Structural View

• New random augmentation 
based on image similarity
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Representation Space



Evaluation
Visual Classification



Evaluation
Visual Classification

• F1 score


