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Dive into science

or the shared secrets of salt, diamond, and protein structure

It all starts with DNA. DNA is like a huge

database that stores all the instructions

your body needs to live and function

RNA &=

Activity

.
encode your name in a bracelet i B
3RNA letters (nucleotides) code 1 protein letter (amino acid).
Find out what amino acids your name is made of and encode it
into RNA nucleotides!

You need to give instructions to 7
your employees. But you don't want

workers to accidentally ruin your valuable A2 RIBosoME

instruction, so you make a copy Raq, (’
e

Enzymes
Enzymes convert one
molecule into another

Y,
Crions

Transport

Hemoglobin transports 02

P‘ Hormol
Immunity = Insulin is a protein
Antibodies are proteins

Bullding blocks
Collagen s partof bone (s
tissue; hair and nails are =
made of keratin

Because proteins perform
* g0 many functions inthe

body, scientists loveto
study them @

The ribosome is the worker who follows an instruction
and creates new proteins. The instruction code is
simple: 3 letters of RNA (nucleotides) correspond to
1letter of protein (amino acid)
NUCLEOTIDE
DNA or RNA letter

AMINO ACID
Protein letter R
T Y TN

Muscle movement
We can move thanks to two
proteins - myosin and actin '
8,
/

@
PROTEIN

roteins perform many
important functions in the

CRYSTA

A little bit of
black magic...

EMBL f;a/\ma,AfaMJ'ea/m courtesy: Tatiana Kupriianova, Ph.D. student, Garcia Alai Team, EMBL
Public poster, 1.6.2024 (Science City Day)

One way to study a protein is to determine y
its structure. To do this, we need to first

grow a crystal, like a salt or diamond.

‘/‘

Activity
fish for crystals

To determine the structure, the crystals must first be fished.|
Dive into crystal fishing and try your hand as a scientist.

X-RAY

We put crystals in the X-ray and
obtain this modern art picture first

Protein crygfiis under the microscope

AN

A little bit of
black magic...

PROTEIN STRUCTURE

.. and we get our structure! With structures, it is
much easier to find new drugs and develop new
treatments for various diseases
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IDAF supports photon science

Integrated into data taking of:

PETRAIII

EuXFEL
FLASH

IDAF

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025

MIMIL

Enables high demand data taking:

o ——— asapy > &

Apps using _ ::> Apps using
Producer @ T | g5 E5 Consumer
AP! ::> |:|I > @ API
o oushdatatoa retrieve data
siream from a stream

Enables data analysis: e.g.:

dimerization

“X-ray screening identifies active
site and allosteric inhibitors of | ok
. » talyti ) o o i
SARS-CoV-2 main protease domains (2 A R Y <t
(dom. | + 1) ] ! N

Sebastian Gunther et al.

Science 372(6542):642-646 (2021)
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IDAF supports accelerator R & D as well as operation

Emittance preservation in a plasma-wakefield

accelerator, (C. A. Lindstream et al., Nature 2024,
https://doi.org/10.1038/s41467-024-50320-1)

* Main work carried out on LUMI (TOP500#8)

* Preparatory work as well as data analysis on IDAF

Data rates of operational data for PETRA Ill, EuXFEL,
FLASH have increased = 5 PB of metrics store on IDAF

e Used e.g. for training LLM (Large Language Model) for
autonomous accelerator tuning

- Reinforcement learning-trained optimisers and Bayesian
optimisation for online particle accelerator tuning. Jan Kaiser et
al. Sci Rep 14, 15733 (2024)

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025
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The IDAF supports (Astro-)Particle Physics

ULTRASAT

VERITAS (y)
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IDAF supports High Energy Particle Physics

« DESY Grid at Hamburg and Zeuthen plays a
crucial part as a large WLCG Tier-2 center

e More than WLCG: Belle 2 RAW data center,
one of the offline data center for CTAO

« Data hosting position in Germany will be
enhanced with university Tier-2 fading out

Normalized delivered
CPU for

ATLAS + CMS + BELLE I JINR, FNAL,
Starting 2020 - Feb. 2.8% 2.4%

2025, relative shares

TRIUM| Toky | Pra

oo |0, | g...

MidWest, INFN, |CSC | Wis
4.6% 24% |S,... |co...

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025

NAF: National Analysis Facility

complements the Grid:

Federated into experiments data management
workflows and software distribution

Offer additional services for accessing the
DESY Grid data

» Interactive Login and easy, fast turn-around
compute
« Additional project space

» Extensive software, support and consulting

PDG Average (2022)
1776.86 = 0.12

BES (1996)
177696 337 37
BELLE (2007)
1776.61+ 0.132 0.35
KEDR (2007)

0.25
1776.81 {3 = 0.15
BaBar (2009)
1776.68+0.12 + 0.41

BES Ill (2014)
1776.91= 0.12 797

—_—

Belle Il Preliminary (2023)
1777.09 = 0.08 = 0.11

1776 1776.5 1777

m, [MeV/c?]
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The IDAF is data centric compute infrastructure

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025

e

n

dCache IDAF specifications
Maxwell HPC 45.000 cores & 400 GPU
NAF 10.000 cores
Grid 20.000 cores
Node 10 10 Gbit/s (Ethemet) — 200 Gbit/s (InfiniBand)
WAN bandwidth 2x 50 Gbit/s
Internal traffic Up to 1 Thit/s
dCache storage ~160 PB on disk, 150 PB on tape
GPFS storage ~80 PB
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Large, powerful, reliable, high-speed storage systems

Space [Bytes]

dCache: IBM GPFS:
« Worldwide access from different « Complements dCache for Single file

communities via federated methods

e Massive increase for Photon Science
basically entirely in PoF-IV period .

- Data reduction necessary in future

- Strong, reliable operation

PO15 ‘2015 2017 2018 ‘2019 2020 2021 2022

performance, many small files, meta data
heavy

Since 2014: Strong collaboration with
IBM:

« Building PETRA lll and EuXFEL data taking
and analysis on IBM Spectrum Scale / GPFS

PETRA Il Storage Usage (per Beamline) on ASAP3
JRup, Rup, ,Rup, Rup, ,Rup, ,Rup, ., ., ., ., 4

/”‘W . PETRAIII: 17 PB

- EuXFEL:64 PB

i « + 5PB project space
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HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025
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The IDAF is empowered by motivated and skilled people

[rt #1467480] GPU run on tensorflow kernel

« Support: ~1000 tickets / year

« Training, consulting, strategic planning

PETRA Il initial DAQ scheme (2014)
Interactive analysis notebooks on
DESY batch resources
Johannes Reppin et al. (2021)
CSBS/Springer

« Performing research for the IDAF

« Connecting with (inter-)national initiatives

TIRRS emom afdi a0 i

RESEARCH FACILITY

« Operating the IDAF on a day-to-day basis

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025 Page 9 @



Strategy: build on proven strengths to meet the next
generation of data challenges

Weakness

- Limited personnel capacity for growing user
base
Complex governance and decision
processes across communities
Constrained data-center space and power




Enabling next generation data sources: Petra IV and HL-LHC

PETRA IV: The Analytics Facility

We will move data to the central data centre as soon as possible . PETRAIV

Fibre infrastructure direct from each beamline to the data centre

s
)
/
¥

"/ Dedicated 96x 400GE fibre
per instrument

A
J""&.é
v

&

‘/' From basic science to broad application

parasitic

Data transport: — 4 - Large- Expert  Large user Non-
! _ RS ~ 1 ! Ploneers
- Infiniband : ; e . Users  communities xpert

e
Users

 From Science Facility to Analytics Facility:
Photon Science as a Service

- Collaboration with MT-DMA and MT-DTS, as
well as MML

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025

HL-LHC

DESY TIER-2 -- CPU [kHS23]

2000 - ‘ 200 -

DESY TIER-2 -- DISK [PB]
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i
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« Data increase
 LHC compute might outstrip PETRA IV
 |DAF central data hub for all German LHC research

- FIS “TIER-Upgrade”, connection with ErUM for
efficient, federated computing.
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Al & ML: transform analysis,

Accelerating science:

» Al-assisted data acquisition, data analysis and
data reduction

* Used e.g. for training LLM (Large Language Model) for
autonomous accelerator tuning

al. Sci Rep 14, 15733 (2024)

» Integration of Al frameworks within IDAF GPU
environments

- Collaboration with MT-DMA and communities

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025

operations, and user experience.

Enhancing facility operations

* Predictive scheduling, automated maintenance
and telemetry. Al assisted user support

host counts grouped by % cpu usage

TicketNR
1548944 2025-11-02T13:17:59Z open Condor problems

1548635 2025-10-30T13:23:31Z open ssh into running jupyter node

1548218 2025-10-29T10:38:04Z new NAF/DUST Ressourcen fuer Sustainability Workshoj

1547757 2025-10-28T08:21:20Z open Sharing dust data with DESY collaborators in other g

- Synergy between Al science and IDAF
operation
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IDAF enables innovation by extending the multi-community
approach

« PETRAIV will enlarge focus on innovation case,
e.g. extend to industry for data-driven R&D — so
will the IDAF

 Provides compliant, auditable pathways without

impacting academic workloads o™ XS '\8
* Operated with DESY ITT and HPC Gateway Home\NewSmO"“ \"(.Z \“\, ) P\\
project to ensure legal and policy alignment \ e\m\\o E\“ 05 \N tems
« Strengthens technology transfer and DESY’s \\\\0“ ] 6005\_’3
innovation ecosystem m oN at\O“
.\““ - 4-Pe
e * cC sS ‘Y_Osh\g“
@ © teri;‘; = busmesse
pe\r " omnpY

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025 Page 13 @



IDAF integrates communities into governance.

SCIENTIFIC
% COMPUTING

INFRASTRUCTURE
GOVERNANCE BOARD

Al generated logo

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025

Establishes the IDAF Council with technical & scientific
representatives from all domains

Creates dedicated User Committees (Particle, Photon,
Machine, Commercial) for coordination

Ensures shared strategy, service catalogues, and training
across communities

Strengthens collaboration with MT-DMA, NFDI, EOSC, as
well as other partner initiatives
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Sustainable computing — efficient, resilient, and future-ready.

S T
* Plans for new data-centre capacity with energy- 7.0k
efficient cooling and power design 2 23{:
5 4.0k
» Uses telemetry for energy-aware scheduling and } ggt
predictive maintenance 1.0k
.. ) . . ) 0 May 2025 Jun 2025 Jul 2025 Aug 2025 Sep 2025 Oct 2025
) OptImIZGS storage tlers for mlnlmal fOOtprlnt and M Projects 0 SystemsPoweredDown B TotalHardwareConfigured
maximal reuse
Power (kW) over Time
« Optimize hardware life cycle and reduce
greenhouse-gas footprint
« Ensures resilience through synergy with Zeuthen
and disaster-recovery planning — ez

600 1 —— Maxwell
—— dCache

w00 ﬂwﬂmw'\m
Z 0 RESEARCH
e} FACILITY 200
o-
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IDAF: the Analysis Facility for MATTER

Summary: The IDAF:

Outlook: The IDAF

 adata-centric, high-end facility for high- « enables next generation data challenges
throughput and research-oriented data

analysis

 is well established in all MATTER programs °

» enables prime scientific results

EEEEEEEEEE

European

XFEL

FLASH
PETRAIII

* enables new AI&ML workflows and opens to industry
strengthens user orientation through new governance

* is well prepared for future challenges

To users, the IDAF should remain “black magic”,
that just works for them getting their science done

X- RAY A little bit of

black magic...
We put crystals in the X-ray and 9

obtain this modern art picture first

- PROTEIN STRUCTURE

.. and we get our structure! With structures, it is
much easier to find new drugs and develop new
treatments for various diseases

Wen

HELMHOLTZ | IDAF ... the Analysis Facility for MATTER | Yves Kemp, 5.11.2025 Page 16 @



	Slide 1:  Interdisciplinary  Data and  Analysis  Facility.
	Slide 2: \
	Slide 3: IDAF supports photon science
	Slide 4: IDAF supports accelerator R & D as well as operation
	Slide 5: The IDAF supports (Astro-)Particle Physics
	Slide 6: IDAF supports High Energy Particle Physics
	Slide 7: The IDAF is data centric compute infrastructure
	Slide 8: Large, powerful, reliable, high-speed storage systems
	Slide 9: The IDAF is empowered by motivated and skilled people
	Slide 10: Strategy: build on proven strengths to meet the next generation of data challenges
	Slide 11: Enabling next generation data sources: Petra IV and HL-LHC
	Slide 12: AI & ML: transform analysis, operations, and user experience.
	Slide 13: IDAF enables innovation by extending the multi-community approach
	Slide 14: IDAF integrates communities into governance.
	Slide 15: Sustainable computing — efficient, resilient, and future-ready.
	Slide 16: IDAF: the Analysis Facility for MATTER 

