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Technologies

MT-DMA ST1 status
The Matter Information Fabric

11th Annual MT Meeting
November 04, 2025, GSI
Killan Schwarz
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ST1 - the Matter Information Fabric
High Level Goals

* data analysis at large scale facilities

* solutions for the complete data lifecycle

* modular, interoperable, reusable
* scalable with increasing data rates and volumes The WLCG connects analysis
and simulation sites worldwide
* data analysis platform
* providing access to data at all levels

* data transformation following FAIR principles

ﬁ HELMHOLTZ
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full data lifecycle
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DMA ST1 - current centres involved

* Current centers involved (in alphabetical order)
* DESY (Photon, HEP, WIMP, accelerator, Lattice/theory)
* GSI & HIJ (HEP, HI, Laser, accelerator) =B

* FZJ (Photon, neutron, accelerator) Hl JENA

® HZDR (Laser, photon’ accelerator’ Ions) Helmholtz-Institut Jena

 Plus HZB as observer (accelerator, 0 JOLICH A=

HELMHOLTZ ZENTRUM

FORSCHUNGSZENTRUM DRESDEN ROSSENDORF

HZB Helmholtz

Zentrum Berlin

photon, protons)
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ST1 - bridges to other subtopics

* ST1 will address both technical and organisational aspects of
Integrated solutions

* technical interfaces to other STs have to be considered
* on-site data reduction (ST2/3)
* real-time online analysis (ST3)
* new and efficient algorithms (ST2)

* data flow models (ST3)

ﬁ HELMHOLTZ
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ST1 - how to achieve this ?

* analyse requirements from DMA communities

* identify possible synergies

* review of existing tools and tools to be developed
* gap analysis

= through workshops and direct engagement

* define a prototype of a data life cycle management system in a
distributed computing environment

* preferably fitting for most communities and centres in DMA
* prototype should be modular, generic, open, portable, adaptable
* Concentrating on interfaces

ﬁ HELMHOLTZ
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Milestones

* From the proposal ... working towards achieving these

Milestone Subtopic Year
DMA-1 Definition of the structure and content of the S4M portal ST1-3 2023
DMA-2 Launch of the S4M portal ST1-3 2024
DMA-3 Online availability of all solutions provided by MT-DMA via S4M ST1-3 2027
DMA-4 Organization of a workshop that defines and strengthens synergies in ST1 2022
data lifecycle management among the participating facilities and  Autumn 2023
communities
DMA-5 Review and gap analysis of existing common tools for implementing a ST1 2024
data lifecycle management system in a distributed computing Seminar Series
environment that respects FAIR principles White Paper
DMA-6 Review of and documentation of “lessons learned” from the implementation ST1 2027

of a generic prototype of a data lifecycle management system in a
distributed computing environment that respects FAIR principles

ﬁ HELMHOLTZ
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DMA ST1 seminar series

* Review of existing tools for implementing a data life cycle system

DMA

At Integrating the VISA portal into
DESY infrastructure

<EIISI: Future VISA

Tim Wetzel, Johannes Reppin, Michael Schuh, Peter van der Reest, Patrick Fuhrmann
DMA-ST1, Jan 20 2025, Hamburg

Three years of DMA- ST2 “The Dlgltal Scientific Method”
-1 by the European Union Horizon Progr rough call INFRAEOSC-03-2020 - Grant Agreement Number

Achievements, Lessons learned, Future plans — A personal perspective The EOSC Future project is co-funde
101017536
¢ : PR e Het¥iioLrz

International Lattice Data Grid

Exploiting DMA for accelerator
operation and the related data @uLpG

chaHenges
Col on challenges between DV 1 and ST3? DMA ST]_ Meeting

Annika Eichler, MSK IPC, DESY Hubg'lc;ss\i(mma
03.01.2025
May 26, 2025
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ST1 - Whitepaper and infrastructure

* Describing status of centres and communities,
requirements, gap analysis as well as a blueprint towards a
common federated infrastructure including a concrete
workplan towards a pilot system

* Milestone 5: review and gap analysis will be covered via
white paper

* First integrated services for DMA ST1 infrastructure (HIFIS
FTS/Rucio, SciCat Catalogue, ...) have been identified and
tests will start

ﬁ HELMHOLTZ
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ST1 - Whitepaper and infrastructure

* Collaborative writing in collabtex

* https://collabtex.helmholtz.cloud/project/
65671b8f4a3ch804aec8b369

DMA-ST1 Whitepaper

Kilian Schwarz, Yves Kemp, Gerrit Giinther, Oliver Knodel, Hans-Peter Schlenvoigt,
Christian Felder, Marina Ganeva, Martin Gasthuber, Thomas Gruber,
Radoslaw Karabowicz, Sonal Ramesh Patel, and Hubert Simmer

for the DMA-ST1 team

1 Introduction

The Helmholtz program Matter and Technologies (MT) was developed to meet technological chal-
lenges and current as well as future demands of the Helmholtz research field Matfer. The MT
program is built on the three pillars of Accelerator Research and Development (ARD), Detector
Technologies and Systems (DTS) and Data Management and Analysis (DMA). The DMA topic
facilitates challenge-driven and discovery science across all user communities on the unique data
produced at Helmholtz research facilities, creates knowledge and fosters innovation. Within DMA.,
three focus areas are implemented, dedicated to sustainable data-driven science, algorithms for
frontier technologies, and autonomous, intelligent systems for science. The objectives of DMA are
reflected by a three-fold subtopic structure according to Data, Algorithms, and Systems.

Covering the subtopic Data, DMA-ST1 addresses the digitization of large-scale infrastructures

at all levels, as seen in Figure 1.
oLTZ
| ASSOCIATION



Chapter 2&3 - centres and communities

2 Participating centers

3 Participating communities

Communities stretch across facilities sharing similar scientific interest and needs. The applied
granularity for distinguishing communities is rather arbitrary and remain on a basic level here.
The White Paper ErUM-Data TG Federated Infrastructures [KS23] has compiled a similar list of
community requirements w.r.t. federated IT infrastructures for the ExUM communities: astro-
particle physics, high-energy physics, accelerator physics, neutron science, photon science, ion

e Current centers and communities involved + MT-IDAF

* DESY (Photon, HEP, WIMP, accelerator, Lattice/theory)

= = I
HigeNa®  GSI & HIJ (HEP, HI, Laser, accelerator)

““““““ As well as cross community
4)iouck EZJ (Photon, neutron, accelerator) activitities: DAPHNE4NEDI,
D= _ PUNCH4NFDI, PaNOSC,
=z HZDR (Laser, photon, accelerator, ions) | eaps ESCAPE

* Plus HZB as observer (accelerator,

HZB......

photon, protons) # neLmnovtz
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Chapter 4 - analysis of requirements

4 Analysis of requirements

The digitization of large-scale research facilities affects the entire data life cycle starting from
experiment planning over data taking and analysis [MBB™ 19] until publication of scientific results.
From a technical point of view, the data life cycle relies on an infrastructure of hard- and software on
different levels ranging from local instrument control systems to facility-wide services. Extending
this infrastructure across Helmholtz facilities fosters the data life cycle, enables synergies in data
processing and improves F.A.I.R. data management in the Helmholtz Association, significantly. For
this, DMA-ST1 conducted a survey on participating centers to shed some light on the maturity of
data life cycle, current infrastructure, and technologies in use.

Questionnaire describing the tools used in the different steps of the data life cycle.
D M A ST 1 Syn ergy WO I'I(S hop plase filin one questionneire per sie and per commurity,
Center & Community:
C Cl mestas Step Tools

Competences \
8.-10. Nov. 2023 hoc ::ad !‘{j d ﬂ da [——
Europe/Bertin Zeitze gammaportal Cr’ysta lscatternfs Start-To-End-Simulation
ﬁd Orlineprocessing and online data reduction
; Data storage
ALzl The DMA ST1 synergy workshop takes place at DESY campus Ofine data analysis
Aufruf zur Einreichung von n the CSSB auditorium (building 15).
Abstracts
Campus map information and travel plan can be found here:
Tagesordnung
Beitragsliste https://campus.desy.de/
Anmeldung https://www.desy.de/about_desy/getting_there/hamburg/indes
gl S fifi ’ .
o ray-ui Font.
° S hzdn® o v
> Zbl 15
impuls « e S k e
M@oﬁ%afgam u pubdb
daaas q,fvws
s IRalsse f/# HELMHOLTZ
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Chapter 5 — KPI & user stories

5 Ewvaluation criteria

In order to be able to evaluate the federated computing infrastructure prototype, key performance
indicators need to be identified. These predefined evaluation criteria shall serve as a guideline
towards the milestone DMA-6 (review and documentation of "lessons learned” from the imple-
mentation of a generic prototype of a data life cvcle management system in a distributed comput-
ing environment that respects F.A.LLR. principles). Typical key performance indicators which can
be applied are the number of users, the numbers of participating centers and communities, the
number of collaboratively used services, tools, and infrastructures and also feedback from users
and communities. One of the main evaluation criteria, though, will be community provided user
stories and to what extent these users stories will be supported by the provided infrastructure.
The more user stories will be able to run successfully on this federated infrastructure the better
the evaluation will be.

5.1 User Stories
5.1.1 User Data Processing

The unique instrumentation at Helmholtz facilities often produces complex data sets and relies on
unique data processing workflows, ranging from adaptations over customized scripts to sophisti-
cated, self-written computer programs. During user operation, a guest from the same or another
facility (even from outside Helmholtz) get used to such an instrument-specific workflow which al-
lows to create reliable and technique-relevant results. Once leaving the instrument, the user looses
access to the data as well as the data processing workflow which can be an obstacle in publishing
scientific results, often leaving the scientist to deal with infrastructure problems.
The federated infrastructure should provide remote access to instrument data as well as pro-
cessing workflows. Since the access to the instrument is often limited due to security reasons, the
entire data processing workflow could be moved to a separate unit which is used by the current
user of the instrument (during measurement) as well as past users processing former experiment
data. It would be advantageous to restrict on a single workflow for all users to avoid additional /
maintenance, realized by a central service or container technology. ﬁ HELMHOLTZ

| ASSOCIATION



Chapter 6 — Blueprint of the infrastructure

See also presentation of H-P Schlenvoigt today in this session
and presentation of C. Schneide yesterday in plenary

A first idea describing the blueprint of a pilot infrastructure can be seen in Figure 9. In the
initial setup phase a prototype of the DMA-ST1 federated compute infrastructure, running on
the participating DMA-ST1 centres, will be provided along with a detailed documentation of the
involved software and tools. The documentation will contain information on how the different parts
can be assembled into a common federated infrastructure based on multiple community resources
providing a common DMA-wide Science Cloud. In this stage, resources of other communities and
centres can be used in an opportunistic way to, eventually, allow more efficient use of provided
resources.

LAMANFE DI AP

rhusi Research N[ visal Tawing
Envmoman i N Ervrorut
Partal ﬂ |
—
e P "

Figure 9: Federated infrastructure consisting of federated portal, federated compute and federated
storage layer.

PUNCHA4NFDI provides a prototype environment for federated computing and storage which
can be used as a starting point. The distributed resources are combined via an overlay batch
system (COBalD/TARDIS [15]) which provides interfaces to cloud, HPC, and HTC infrastructures.
Access to these compute resources is provided using established technologies like JupyterHub, or
traditional login nodes, and also data portals as VISA or the PUNCH Science Data Platform are

Services and testbed are
done in close
collaboration with
PUNCH4NFDI.

The idea is to set up an
infrastructure based to a
large extent on existing
Services.

DMA can contribute to the
sustainability of the
PUNCH4NFDI
infrastructure.

ﬁ HELMHOLTZ
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Chapter 7 — Gap Analysis

Based on this gap analysis open tasks for POF V are identified

7 (Gap analysis

In the Helmholtz Association, an improvement of the data life cycle requires basic measures on
an administrative, technical, and semantic level. Some software solutions are still missing or
in development which could fill gaps, such as a data management plan (DMP) establishing a
connection between proposal, experiment, data, and publications.

In general the idea is to provide a prototype infrastructure based on existing tools and services,
which are already in use or in development by the participating centres and communities. This shall
be compared the the requirements analysis (section 4) and existing gaps must then be identified.
The identified gaps should be filled by required additional development work in order to be able
to provide a complete infrastructure which is able to fulfill the requirements of the centres and
communities. A draft of the intended pilot infrastructure including the identified tools, serrvices
and (sub-) systems is shown in Figure 10.

Open Gaps which still require research: common set of metadata
and schemata, federated metadata catalogue infrastructure, web
portals as user interface, workflow languages and interactivity,
REANA and Kubernetes, resource usage monitor, software policies,
federated proposal system, collaborative Jupyter Nbs, Search APIs,

ﬁ HELMHOLTZ
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Chapter 8 — Work Plan towards pilot system

See also presentation of H-P Schlenvoigt today

|dentification and setup of initial services

Location of pilot services (MT-IDAF and participating centres)
Pilot resources

Initial test cases

Pilot resources:

- FZJ. - DESY:
- compute/storage resources - compute/storage resources
- local SciCat instance - central SciCat instance
- Visa portal ? - central Rucio instance (HIFIS)
- HZDR: - HZB:
- compute/storage resources - metadata portal with search API
- metadata portal with search API - ICAT endpoint
- Knowledge graph - HELPME
- GSI: - ILDG:
- compute/storage resources - metadata catalogue
- container/CVMFS services - alternative workflows w/o Rucio

This list is based on initial discussion. It is an expression of will and f
] . . ” HELMHOLTZ
no commitment. The list is not complete. | ASSOCIATION




Chapter 9 — Sustainability aspects

9 Sustainability aspects

Although not anchored in the initial topics of DMA, concern about sustainability in all areas of
computing is rising and is becoming a critical topic that has become necessary to address. While
this topic is important in all areas of research, the environmental impact of IT alone is expected
to triple over the next few years. A lot of this will be due to the increasing of use of data-centres
for AI/ML training and deployment [And20, IEA25, Sop25]. Consequently sustainability will also
play a more central role in the upcoming funding period.

Analysing the aspects of sustainability pertaining to the design and operation of data-centres
will be crucial in both minimising a research centre’s impact on the environment, but also help-
ful for determining policy to make data-centres in general run more sustainably. Some of the
main concerns include but are not limited to: the amount of power the technology running in the
data-centre draws while in operation, and the attributable cooling requirements required for said
operation; the effectiveness of software run on servers; the computing workflows of experiments
that the data-centre services; the data access model of said experiments; the efficiency of the infras-
tructure housing the data-centre; the ability to be flexible to variable energy-market conditions;
and the embedded carbon coming into the data-centre via new hardware.

Also here tasks for POF V have been identified:

In general: minimising CO2 equivalent output in scientific
computing; fostering cultural change

- procurement guidelines including end of life policy

- green energy depending load management

- blue print for sustainable data centres

- white paper describing change of culture

ﬁ HELMHOLTZ
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Chapter 10 - Summary and Outview

Things to do:

- Summary and Outview

- bring chapter 8 into plain text

- how different communities deal with open data
- cost estimates

- add community overarching use cases:

example use case:

neutrons and x-ray photons, due to their different ways of interaction to matter,
deliver a complimentary information about properties of the materials.

Thus, as a natural consequence, a lot of scientific groups employ both techniques
to study their samples. As an example use case can serve neutron and x-ray
diffraction in batteries (see figure below): neutrons provide information about

light elements, while x-ray photons have higher scattering cross sections
for heavier elements and only both techniques together provide comprehensive
structural information about battery under investigation.

X-ray cross sections

Follow the blue print and .. . 0@
build and test the described H D LI C A Fe

architecture ! . o . o - O
------------------------------ > ﬁHELMHULTZ

Neutron cross sections | ASSOCIATION

PAGE 18



ST1 - outlook onto POF-V

* Timeline: 2028-2035
* ST1 Is glue between LK1 and LK2 (IDAF)
e Sustainabillity of solutions

e Concentrating on interfaces between existing
approaches at communities/centres

ﬁ HELMHOLTZ
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guestions/comments ?
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