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Some recent history: BERT

Figure 1 from [Devlin et al., 2018]
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Some recent history: GPT-1

Figure 1 from [Radford, Narasimhan, et al., 2018]
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breakthrough:

1 scalable
2 better quality than BERT

[Radford, Wu, et al., 2019]
3 science behind closed doors

pretraining + finetune
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Scalability? [Hoffmann et al., 2022]

The bigger, the better!
(bigger models, more compute, more data result in better performance)
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image-text model: OpenClip

github.com/mlfoundations/open_clip [Cherti et al., 2023]

https://github.com/mlfoundations/open_clip
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image-to-any models: Imagebind, M4, ...

[Bachmann et al., 2024]
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Review Paper in HFMI: Motivation and Methods

Motivation
Initiative in Helmholtz Foundational Model Initiative (HFMI)
diverse set of disciplines (geoscience, life science, physics, materials, ...)
goal: review literature for successful applications of FMs

Methods
1 search candidate papers (google scholar, science OS, consensus
2 download pdf files (or store URLs)
3 ingest to notebookLM
4 analyse and summarize
5 manually double check!

https://hfmi.helmholtz.de/
https://scholar.google.de/
https://scienceos.ai/
https://consensus.app/
https://notebooklm.google.com/
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Classifying Physics: Physh [Smith, 2019]

Colliders Atomic, Molecular, Optics Condensed Matter
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Enery Fluid Dynamics Grav., Cosm. & Astro.

interdisc. physics networks nonlinear dynamics

nuclear physics particles and fields physics education

physics of living systems plasma physics polymers & soft matter

quantum information statistical physics
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Al-Khwarizmi: Discovering Physical Laws with Foundation
Models

[Mower et al., 2025]
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FM4NPP: A Scaling Foundation Model for Nuclear and Particle
Physics

[Park et al., 2025]
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Poseidon: Efficient Foundation Models for PDEs

[Herde et al., 2024]
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Main Takeaways

Machine Learning Methods for Natural Language Processing nurtured idea of
foundational models

key ingredients: Parallelization of ModelsHPC, Availability of DataDM,
Statistics and Machine Learning
some parts of physics invest heavily in this (number of papers, assumed person
hours)
stay tuned for our preprint!

Thank you for your attention!
Feel free to ask questions, provide feedback or comments.
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Talk to us!

helmholtz.ai/you-helmholtz-ai/ai-consulting/
contact@helmholtz.ai for general questions
consultant-helmholtz.ai@hzdr.de for questions regarding research field
matter

helmholtz.ai/you-helmholtz-ai/ai-consulting/
contact@helmholtz.ai
consultant-helmholtz.ai@hzdr.de
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