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Hardware status

• Rack:

• Backplane: 3 pcs ready (2 + 1 spare)

• Synchronization card: 3 pcs ready (2+ 1 spare)

• FPGA:

• Rack cards: 12 pcs ready (10 + 2 spares)

• Trenz FPGA modules: 12 pcs ready with heatsinks (10 + 2 spares)

• FEBs:

• Type “A” (see next slide): 8 pcs (almost) ready (5 + 3 spares)

• Type “B”: 6 pcs (almost) ready (5 + 1 spare) and:

• One with one ASIC dead (but on the edge of the sensor)

• One with ASICs glued, but not wirebonded (we run out of bonding wire)

• Przemek managed to wirebond 7 FEBs in less than 3 days (usually it

would take ~8-9 days (more than 1000 wirebonds per FEB…)

He is now in hospital, should return on begin of June. If all will go well,

we should have all 8 FEBs type “B” ready before 9th of June…
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FEB types

• USB-C cables, used for FLAME data

transmission are too thick to fit

into 4.7mm

• Solution: cables staggered (shifted)

between layers:

• Even layers – cables shifted to 

the left

• Odd layers – cables shifted to

the right

• Apart from USB-C sockets position, 

FEBs “A” and “B” are identical
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FEB types

 FEB “A” (sockets shifted left)      FEB “B” (sockets shifted right)

• There is no assignment of “A” or “B” to odd or even layer.
The boards should simply be placed alternately.

• Missing parts:

• HV connectors (we have parts, just needs to be soldered)

• HV capacitors too thick – we have thinner, needs to be replaced (miscommunication with assembly company)

• Aluminum, thin ASIC covers (made by Warsaw) in place of 3D-printed (black) ones
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Channel numbering - hardware

 



Channel numbering – producer, monitoring, data
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FPGA card
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Rack with FPGA cards
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Firmware / software status

• Firmware:

Finally seems ready (not yet fully tested) 

First correct data package received just minutes ago…

• Middleware (software for FPGA): in progress (first version hopefully till the end

of this week)

• Software:

• EUDAQ producer ready for tests (done by our student, Arek)

• Online monitoring well advanced (done by Dawid)

• DAQ control GUI (also website) in progress (by Dawid)

• Arek and Dawid are now working on merging producer with monitoring and

control GUI

• We hope to start full integration tests (FPGA + EUDAQ producer) next week
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TB preparation – other stuff

• HDDs: currently 4 x 4 TB, I asked Yan to buy/borrow 4 x 16 TB for testbeam

• 10 Gbps ethernet card – borrowed from our IT department

• A variety of fiber cables (10m, 20m, 30m, 50m) bought

• 4x 1 Gbps backup ethernet card ready (EUDAQ producer can work with both)

• A lot of 1 Gbps cables, varies lengths, bought

• Not done yet (parts ready):

• LV cables for racks

• HV cables

• We do not have yet the HV power supply! (who is responsible for it?)

• Open question: mechanical integration? 

Grzegorz, Filip – how do we want to proceed?
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