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The plan

- Nominal timing windows in the tracker (0.15, 0.30, 0.30 ns for Vertex, Inner, 
Outer Barrel) allow for BIB mitigation and still allow for reconstruction of SM 
particles

- Question: within these timing constraints, how efficiently can we hope to 
detect long-lived BSM particles?

→ Using gauge-mediated supersymmetry breaking model as a benchmark, 
specifically examining long-lived staus 

Disclaimer: studies so far being done with older tracker 
geometry. Switch to MAIA soon? 
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Time of travel, window options

Studying masses ranging from 1 - 4.5 TeV, 10ns 
lifetime. 

Recent UChi grad Tate Flicker previously 
defined three time windows to for future study.

Designed so we have 70% of staus arriving in 
time to end of IT by Medium, 90% by Loose

 →  For efficiency, accepted staus are ones that 
survive until at least first layer of Inner tracker

Plan on reassessing these windows
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Efficiency studies within time windows

Note: Only 10% BIB here. More on 
this later.

- Steering from 
mucoll-benchmarks, adding 
hit-based truth matching with 
LCRelation

- Ignoring tracks from staus that 
decay before Inner tracker or 
have |eta| > 1

3



Hit recording efficiency

In tight window, lots of hits aren’t being reconstructed. 
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Hit recording efficiency

Makes sense when you think about how 
long it takes particles to travel to each layer.
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Visualizing trajectories in the r-z plane: 
(4TeV 10ns Medium) Too many hits to plot BIB. Just looking at if particles have been 
matched to tracks or not. A couple of surprising cases … 
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BIB trends

As we add more BIB into the picture, track 
reconstruction efficiency drops.

Main culprit seems to be bad tracks (chi^2 > 5): 
BIB hits included in tracks but excluded in 
efficiency calculation

Then at a certain point there are so many BIB 
hits that chi^2 can get better.
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Motivation for 4-D tracking?
Track 231431956, PDG -2000015, Weight = 0.67, Rchi^2 = 132664.856

9 hits in track:

Stau : VXDBarrel 0, 0.087 ns

Stau : VXDBarrel 1, 0.132 ns

Stau : VXDBarrel 2, 0.178 ns

Stau : VXDBarrel 3, 0.179 ns

Stau : VXDEndcap 0, 0.237 ns

Stau : ITBarrel 0, 0.507 ns

(bib particle) : ITBarrel 1, 0.172 ns

(bib particle) : OTBarrel 0, 0.009 ns

(bib particle) : OTEndcap 0, 0.108 ns

- We’re assuming we have timing 
information from each layer, but it’s not 
currently accounted for in the 
reconstruction algorithm

- Could help get rid of BIB hits → improve 
chi^2 → improve efficiency!

- In search of ACTS guidance

ATL-PHYS-PUB-2023-023 and arXiv:2412.14136v1

https://cds.cern.ch/record/2870326/files/ATL-PHYS-PUB-2023-023.pdf
https://arxiv.org/html/2412.14136v1


Refit Processor Issues

Some BIB hits being removed 
(good), but chi^2 value jumping up 
very far for no apparent reason.



Refit issues cont.

As a result, switched from requiring 
3.5 hits in a track to 7 hits in a track.

New results coming soon! 



Conclusions + next steps

- Nominal timing windows: great for BIB, but leave much to be desired in terms 
of efficiency for stau direct detection

- Losing efficiency with more forgiving windows because BIB hits sneak in, 
raise chi^2. 

- Looking into 4D track reconstruction
- Fix refitting?
- Re-analyzing in MAIA geometry soon.
- Cone BIB processor in reco? → New BIB lattice
- Reassess timing windows + make recommendations.

8




