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Follow up for comments in meeting

Need to make torch use only a single core. This is very
Important for the difference between 1 and N events in a batch

Should also compile the python with torch's compiling before
running on either cpu or gpu

Compare to in ddsim

Am | also including time from moving on and off GPU. Would
expect a speedup that we don't see.
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