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AP3: Ganga/Proof status @ LMU

● Ganga overview

● RMost integration

● Proof tests @ LMU

● Prospects
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RMOST & Ganga

● Daniel and Johannes had meeting in Munich to discuss how to integrate 
RMOST into Ganga:

– The idea is: 

● user sets flag in Ganga job configuration that job should be instrumented with 
RMOST

● job pulls on worker node tar file from e.g. Siegen web server or SE which 
contains the latest stable code to instrument Athena, jobOptions need to be 
parsed to start RMOST

● user invokes during Ganga session external RMOST monitoring program 
executable to steer instrumented job.

– Implementation into Ganga seems easy, since only python or option 
parsing is needed

– Monitoring program executable needs to be built for various platforms

● some issues with external dependencies

– Release unfortunately delayed but will be available after chrismas



Setting up Proof at dedicated worker-notes of our ATLAS Tier-2/3 at LRZ and 
Tier-2/3 SE (dCache)

Worker Nodes

Test-Analysis: Z Boson production and decay into two muonsTest-Analysis: Z Boson production and decay into two muons

• For this study: Truncate AOD-Events to User-Specific-Event in TTree-format: ~4kB For this study: Truncate AOD-Events to User-Specific-Event in TTree-format: ~4kB 
per Eventper Event

• Simulated data, triggered by a 20GeV single muon requirement corresponding to Simulated data, triggered by a 20GeV single muon requirement corresponding to 
100pb∫100pb∫ -1-1

•  1.5 million events, 35 Files, 6 GB data1.5 million events, 35 Files, 6 GB data

• To Do:To Do: Trying AODRootAccess with in Proof, i.e.  direct access of AOD-events in Proof  Trying AODRootAccess with in Proof, i.e.  direct access of AOD-events in Proof 

• Simulated/Reconstructed ATLAS Data stored in “AOD”-format: Simulated/Reconstructed ATLAS Data stored in “AOD”-format: 
~ 150kB per Event~ 150kB per Event

10 AMD Dual CPU / dual Core 10 AMD Dual CPU / dual Core 
Processors Processors 

• 2.7 GHz2.7 GHz

• 8 GB RAM8 GB RAM

Small Proof Tutorials / Wiki Pages

• Running at local clusterRunning at local cluster

• Setup & Running at lxplusSetup & Running at lxplus

• Available at:
 http://wiki.etp.physik.uni-muenchen.de/tiki-index.php

Proof tests at LRZ/LMU



Simple cut based analysis:Simple cut based analysis:

• Simple Z boson selection Simple Z boson selection 

• Only few calculations necessaryOnly few calculations necessary

• Local file access of all workers:Local file access of all workers:

• Scaling behaviorScaling behavior

• Lustre file system:Lustre file system:

• Comparable to local filesComparable to local files

• dCache file systemdCache file system

• limited in our local installation (under limited in our local installation (under 
investigation)investigation)

Advanced analysis:Advanced analysis:  

• Efficiency determination etc., which Efficiency determination etc., which 
requires some calculationsrequires some calculations

• Local file access and Lustre show Local file access and Lustre show similar similar 
behaviorbehavior up to 8 workers up to 8 workers

Preliminary  Results

Large Analysis
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Small Analysis
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Proof-I/O Tests
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● Short term:

– Ganga: integrate RMOST, GangaTask, continuous maintenance

– Proof: investigate & elaborate ATLAS use cases, 
gLiteProof tests, combined GSI/LRZ testbed??

● Possibly longer term:
HEP Distributed Analysis can be taken as generic example to run 
complex applications on a large scale on the Grid 

– Ganga is on-going effort since HEP software is all the time evolving

– Could be used as generic tool in other communities 

– Extend into tool that integrates most aspects of user analysis:
● software and data management, monitoring, steering

– Proof/gLiteProof ???

Outlook & Plans


