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LMU/LRZ DGrid 
Sonderinvestitionen

● 2006: 

– HEP-CG: 20 dual-core/dual-cpu Opteron worker-nodes

– Astro&DGI: further 50? worker-nodes

– shared usage in common SGE batch system

– Unicore/GT4 supported by LRZ

– gLite by LMU, no DGrid VO yet, technical issues with home-dir 
sharing

● 2007:

– HEP-CG: 58 4-core Intel WNs & 13 dCache (a 9.6 TB) pool nodes
● arrival next week or 1st week Jan 08  


