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LC jet energies

ZHH

• e+e- physics: exclusive final states 
• Q-Qbar events are boring
• Ejet = √s/ 2 is rare

• Mostly 4-, 6-fermion final states
• e.g.  e+e- è ttH è 8 -10 jets

• At ILC 500: Ejet = 50…150 GeV
– Mean pion energy 10 GeV 

• At ILC 1 TeV: Ejet < ~ 300 GeV
• At CLIC (3 TeV) < ~ 600 GeV

• Resolution matters!
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Challenge: W Z separation

• Future precision physics 
with W and Z signals as 
Belle and LHCb do with   
D+ and Ds

• Jet energy resolution 
has to improve by factor 2 

• Radiation hardness and 
rate capabilities at LC not 
critical w.r.t. LHC

UA1
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Imagine a Possible Outcome of an 
Experiment: Mass of di-jets 
Rroduced in Association with W
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Physics Performance

the latter representing the detector resolution. The combinatoric background and the back-
ground from other process is described by a 2nd order polynomial. The fully-hadronic (semi-
leptonic) analysis branch results in statistical uncertainties of 90MeV (120MeV) and 60 MeV
(100 MeV) for mt and �t respectively. Scaling the combined results to an integrated lumi-
nosity of 500 fb�1 leads to uncertainties of 30MeV on mt and 22 MeV on �t. The relatively
small gain in statistical precision from a beam polarisation of P (e+, e�) = (+30 %,�80 %)
has not been accounted for.

3.3.6 Strong EWSB

If strong electroweak symmetry breaking (EWSB) is realised in nature, the study of the
WW-scattering processes is particularly important. At the ILC, the W+W� !W+W� and
W+W� ! ZZ vertices can be probed via the processes e+e� ! ⌫

e

⌫
e

qqqq where the final
state di-jet masses are from the decays of two W-bosons or two Z-bosons. Separating the
two processes through the reconstruction of the di-jet masses provides a test of the jet energy
resolution of the ILD detector.

Strong EWSB can be described by an e↵ective Lagrangian approach in which there are two
anomalous quartic gauge couplings, ↵4 and ↵5 [34] which are identically zero in the SM. The
WW scattering events are generated at

p
s = 1TeV with WHiZard [35] assuming ↵4 = ↵5 =

0. Results are obtained for an integrated luminosity of 1 ab�1 with P (e+, e�) = (+0.3,�0.8).
Event selection cuts, similar to those of [34, 36, 37, 38], reduce the backgrounds from processes
other than the quartic coupling diagrams to ⇠ 20 % of the signal. Of the three possible jet-
pairings, the one which minimises |m

ij

� m
W/Z

| ⇥ |m
kl

� m
W/Z

| is chosen. Figure 3.3-14
shows, for ⌫

e

⌫̄
e

WW and ⌫
e

⌫̄
e

ZZ events, a) the reconstructed di-jet mass distribution, and b)
the distribution of average reconstructed mass, (m

ij

+ m
kl

)/2.0. Clear separation between
the W and Z peaks is obtained.
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FIGURE 3.3-14. a) The reconstructed di-jet mass distributions for the best jet-pairing in selected ⌫e⌫̄eWW
(blue) and ⌫e⌫̄eZZ (red) events at

p
s = 1TeV . b) Distributions of the average reconstructed di-jet mass,

(mij + mB
kl)/2.0, for the best jet-pairing for ⌫e⌫̄eWW (blue) and ⌫e⌫̄eZZ (red) events.

The parameters ↵4 and ↵5 are obtained from a binned maximum likelihood fit to the two-
dimensional distribution (10⇥10 bins) of the boson polar angle in the reference frame of boson
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« In a typical jet :  
s  60 % of jet energy in charged hadrons
s  30 % in photons  (mainly from                  )                       
s  10 % in neutral hadrons (mainly      and        )

« Traditional calorimetric approach:
s  Measure all components of jet energy in ECAL/HCAL !
s  ~70 % of energy measured in HCAL: 
s  Intrinsically “poor” HCAL resolution limits jet energy resolution

« Particle Flow Calorimetry paradigm:
s  charged particles measured in tracker  (essentially perfectly)
s  Photons in ECAL:                                    
s  Neutral hadrons (ONLY) in HCAL
s  Only 10 % of jet energy from HCAL 

EJET = EECAL + EHCAL EJET = ETRACK + Eγ + En 

much improved resolution

n
π+

γ

Particle Flow Calorimetry
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Particle Flow Reconstruction

5

Reconstruction of a Particle Flow Calorimeter:
« Avoid double counting of energy from same particle
« Separate energy deposits from different particles

If these hits are clustered together with
these, lose energy deposit from this neutral
hadron (now part of track particle) and ruin 
energy measurement for this jet.

Level of mistakes, “confusion”, determines jet energy resolution
        not the intrinsic calorimetric performance of ECAL/HCAL

e.g.

Three types of confusion: 
i) Photons ii) Neutral Hadrons iii) Fragments

Failure to resolve photon
Failure to resolve 
neutral hadron

Reconstruct fragment as
separate neutral hadron
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Understand particle flow 
performance

• Particle flow is always better
– even at high jet energies

• HCAL resolution does matter
– also for confusion term

• Leakage plays a role, too

ARTICLE IN PRESS

neutral hadrons being lost within charged hadron showers. For all
jet energies considered, fragments from charged hadrons, which
tend to be relatively low in energy, do not contribute significantly
to the jet energy resolution.

The numbers in Table 5 can be used to obtain an semi-
empirical parameterisation of the jet energy resolution:

rms90
E

¼
21ffiffiffi
E

p " 0:7" 0:004E" 2:1
E

100

" #0:3

%

where E is the jet energy in GeV. The four terms in the expression,
respectively, represent: the intrinsic calorimetric resolution;
imperfect tracking; leakage and confusion. This functional form
is shown in Fig. 10. It is worth noting that the predicted jet energy
resolutions for 375 and 500GeV jets are in good agreement with
those found for MC events (see Table 3); these data were not used
in the determination of the parameterisation of the jet energy
resolution.

For a significant range of the jet energies relevant for the ILC,
high granularity PFlow results in a jet energy resolution which is
roughly a factor two better than the best achieved at LEP
(sE=E¼ 6:8% at

ffiffi
s

p
¼MZ). The ILC jet energy goal of sE=Eo3:8%

is reached in the jet energy range 40–420GeV.
Fig. 10 also shows a parameterisation of the jet energy

resolution ðrms90Þ obtained from a simple sum of the total

calorimetric energy deposited in the ILD detector concept. The
degradation in energy resolution for high energy jets is due to
non-containment of hadronic showers. It is worth noting that
even for the highest energies jets considered, PFlow reconstruc-
tion significantly improves the resolution compared to the purely
calorimetric approach. The performance of PFlow calorimetry also
is compared to 50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0% which is intended to give an

indication of the resolution which might be achieved using a
traditional calorimetric approach. This parameterisation effec-
tively assumes an infinitely deep HCAL as it does not correctly
account for the effect of leakage (which is why it deviates
significantly from the ILD Calorimetric only curve at high
energies).

8. Dependence on hadron shower modelling

The results of the above studies rely on the accuracy of the MC
simulation in describing EM and hadronic showers. The Geant4
MC provides a good description of EM showers as has been
demonstrated in a series of test-beam experiments [27] using a
Silicon–Tungsten ECAL of the type assumed for the ILD detector

Table 5
The PFlow jet energy resolution obtained with PandoraPFA broken down into contributions from: intrinsic calorimeter resolution, imperfect tracking, leakage and
confusion.

Contribution Jet Energy Resolution rms90ðEjÞ=Ej

Ej ¼ 45GeV Ej ¼ 100GeV Ej ¼ 180GeV Ej ¼ 250GeV

Total (%) 3.7 2.9 3.0 3.1
Resolution (%) 3.0 2.0 1.6 1.3
Tracking (%) 1.2 0.7 0.8 0.8
Leakage (%) 0.1 0.5 0.8 1.0
Other (%) 0.6 0.5 0.9 1.0
Confusion (%) 1.7 1.8 2.1 2.3
(i) Confusion (photons) (%) 0.8 1.0 1.1 1.3
(ii) Confusion (neutral hadrons) (%) 0.9 1.3 1.7 1.8
(iii) Confusion (charged hadrons) (%) 1.2 0.7 0.5 0.2

The different confusion terms correspond to: (i) hits from photons which are lost in charged hadrons; (ii) hits from neutral hadrons that are lost in charged hadron clusters;
and (iii) hits from charged hadrons that are reconstructed as a neutral hadron cluster.
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Fig. 9. The contributions to the PFlow jet energy resolution obtained with
PandoraPFA as a function of energy. The total is (approximately) the quadrature
sum of the components.
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Fig. 10. The empirical functional form of the jet energy resolution obtained from
PFlow calorimetry (PandoraPFA and the ILD concept). The estimated contribution
from the confusion term only is shown (dotted). The dot-dashed curve shows a
parameterisation of the jet energy resolution obtained from the total calorimetric
energy deposition in the ILD detector. In addition, the dashed curve,
50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0%, is shown to give an indication of the resolution achievable

using a traditional calorimetric approach.

M.A. Thomson / Nuclear Instruments and Methods in Physics Research A 611 (2009) 25–4034
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Resolution Tracking Leakage Confusion
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Understand particle flow 
performance

• Particle flow is always better
– even at high jet energies

• HCAL resolution does matter
– also for confusion term

• Leakage plays a role, too
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jet energies considered, fragments from charged hadrons, which
tend to be relatively low in energy, do not contribute significantly
to the jet energy resolution.
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where E is the jet energy in GeV. The four terms in the expression,
respectively, represent: the intrinsic calorimetric resolution;
imperfect tracking; leakage and confusion. This functional form
is shown in Fig. 10. It is worth noting that the predicted jet energy
resolutions for 375 and 500GeV jets are in good agreement with
those found for MC events (see Table 3); these data were not used
in the determination of the parameterisation of the jet energy
resolution.

For a significant range of the jet energies relevant for the ILC,
high granularity PFlow results in a jet energy resolution which is
roughly a factor two better than the best achieved at LEP
(sE=E¼ 6:8% at

ffiffi
s

p
¼MZ). The ILC jet energy goal of sE=Eo3:8%

is reached in the jet energy range 40–420GeV.
Fig. 10 also shows a parameterisation of the jet energy

resolution ðrms90Þ obtained from a simple sum of the total

calorimetric energy deposited in the ILD detector concept. The
degradation in energy resolution for high energy jets is due to
non-containment of hadronic showers. It is worth noting that
even for the highest energies jets considered, PFlow reconstruc-
tion significantly improves the resolution compared to the purely
calorimetric approach. The performance of PFlow calorimetry also
is compared to 50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0% which is intended to give an

indication of the resolution which might be achieved using a
traditional calorimetric approach. This parameterisation effec-
tively assumes an infinitely deep HCAL as it does not correctly
account for the effect of leakage (which is why it deviates
significantly from the ILD Calorimetric only curve at high
energies).

8. Dependence on hadron shower modelling

The results of the above studies rely on the accuracy of the MC
simulation in describing EM and hadronic showers. The Geant4
MC provides a good description of EM showers as has been
demonstrated in a series of test-beam experiments [27] using a
Silicon–Tungsten ECAL of the type assumed for the ILD detector

Table 5
The PFlow jet energy resolution obtained with PandoraPFA broken down into contributions from: intrinsic calorimeter resolution, imperfect tracking, leakage and
confusion.

Contribution Jet Energy Resolution rms90ðEjÞ=Ej

Ej ¼ 45GeV Ej ¼ 100GeV Ej ¼ 180GeV Ej ¼ 250GeV

Total (%) 3.7 2.9 3.0 3.1
Resolution (%) 3.0 2.0 1.6 1.3
Tracking (%) 1.2 0.7 0.8 0.8
Leakage (%) 0.1 0.5 0.8 1.0
Other (%) 0.6 0.5 0.9 1.0
Confusion (%) 1.7 1.8 2.1 2.3
(i) Confusion (photons) (%) 0.8 1.0 1.1 1.3
(ii) Confusion (neutral hadrons) (%) 0.9 1.3 1.7 1.8
(iii) Confusion (charged hadrons) (%) 1.2 0.7 0.5 0.2

The different confusion terms correspond to: (i) hits from photons which are lost in charged hadrons; (ii) hits from neutral hadrons that are lost in charged hadron clusters;
and (iii) hits from charged hadrons that are reconstructed as a neutral hadron cluster.
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energy deposition in the ILD detector. In addition, the dashed curve,
50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0%, is shown to give an indication of the resolution achievable

using a traditional calorimetric approach.
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Resolution Tracking Leakage Confusion
Total Resolution 3.1 %
Confusion 2.3 %
   i) Photons 1.3 %
  ii) Neutral hadrons 1.8 %
 iii) Charged hadrons 0.2 %

7



MC

Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

Understand particle flow 
performance

• Particle flow is always better
– even at high jet energies

• HCAL resolution does matter
– also for confusion term

• Leakage plays a role, too

ARTICLE IN PRESS

neutral hadrons being lost within charged hadron showers. For all
jet energies considered, fragments from charged hadrons, which
tend to be relatively low in energy, do not contribute significantly
to the jet energy resolution.

The numbers in Table 5 can be used to obtain an semi-
empirical parameterisation of the jet energy resolution:

rms90
E

¼
21ffiffiffi
E

p " 0:7" 0:004E" 2:1
E

100

" #0:3

%

where E is the jet energy in GeV. The four terms in the expression,
respectively, represent: the intrinsic calorimetric resolution;
imperfect tracking; leakage and confusion. This functional form
is shown in Fig. 10. It is worth noting that the predicted jet energy
resolutions for 375 and 500GeV jets are in good agreement with
those found for MC events (see Table 3); these data were not used
in the determination of the parameterisation of the jet energy
resolution.

For a significant range of the jet energies relevant for the ILC,
high granularity PFlow results in a jet energy resolution which is
roughly a factor two better than the best achieved at LEP
(sE=E¼ 6:8% at

ffiffi
s

p
¼MZ). The ILC jet energy goal of sE=Eo3:8%

is reached in the jet energy range 40–420GeV.
Fig. 10 also shows a parameterisation of the jet energy

resolution ðrms90Þ obtained from a simple sum of the total

calorimetric energy deposited in the ILD detector concept. The
degradation in energy resolution for high energy jets is due to
non-containment of hadronic showers. It is worth noting that
even for the highest energies jets considered, PFlow reconstruc-
tion significantly improves the resolution compared to the purely
calorimetric approach. The performance of PFlow calorimetry also
is compared to 50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0% which is intended to give an

indication of the resolution which might be achieved using a
traditional calorimetric approach. This parameterisation effec-
tively assumes an infinitely deep HCAL as it does not correctly
account for the effect of leakage (which is why it deviates
significantly from the ILD Calorimetric only curve at high
energies).

8. Dependence on hadron shower modelling

The results of the above studies rely on the accuracy of the MC
simulation in describing EM and hadronic showers. The Geant4
MC provides a good description of EM showers as has been
demonstrated in a series of test-beam experiments [27] using a
Silicon–Tungsten ECAL of the type assumed for the ILD detector

Table 5
The PFlow jet energy resolution obtained with PandoraPFA broken down into contributions from: intrinsic calorimeter resolution, imperfect tracking, leakage and
confusion.

Contribution Jet Energy Resolution rms90ðEjÞ=Ej

Ej ¼ 45GeV Ej ¼ 100GeV Ej ¼ 180GeV Ej ¼ 250GeV

Total (%) 3.7 2.9 3.0 3.1
Resolution (%) 3.0 2.0 1.6 1.3
Tracking (%) 1.2 0.7 0.8 0.8
Leakage (%) 0.1 0.5 0.8 1.0
Other (%) 0.6 0.5 0.9 1.0
Confusion (%) 1.7 1.8 2.1 2.3
(i) Confusion (photons) (%) 0.8 1.0 1.1 1.3
(ii) Confusion (neutral hadrons) (%) 0.9 1.3 1.7 1.8
(iii) Confusion (charged hadrons) (%) 1.2 0.7 0.5 0.2

The different confusion terms correspond to: (i) hits from photons which are lost in charged hadrons; (ii) hits from neutral hadrons that are lost in charged hadron clusters;
and (iii) hits from charged hadrons that are reconstructed as a neutral hadron cluster.
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PandoraPFA as a function of energy. The total is (approximately) the quadrature
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parameterisation of the jet energy resolution obtained from the total calorimetric
energy deposition in the ILD detector. In addition, the dashed curve,
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0%, is shown to give an indication of the resolution achievable

using a traditional calorimetric approach.
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calorimetry$and$PFA$

Lucie$Linssen,$PHEESE$seminar,$March$6th$2012$ 23$

technology$
ECAL:$
Si$or$Scint.$(acOve)$+$Tungsten$(absorber)$
cell$sizes$13$mm2$or$25$mm2$$
30$layers$in$depth$
$

HCAL:$
Several$technology$opOons$
Tungsten$(barrel),$steel$(endcap)$
cell$sizes$9$cm2$(analog)$or$1$cm2$(digital)$$
60E75$layers$in$depth$
Total$depth$7.5$Λi$

jet$energy$resoluOon$
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Particle flow detectors

• large radius, large field, fine 3D calorimeter granularity, compact
– Typ 1X0 long, transv: 0.5cm ECAL, 1cm gas HCAL, 3cm scint.

• optimized in full simulations and particle flow reconstruction 

8
4/23/2012 KILC12 SiD Progress Towards DBD 4 

The Silicon 
Detector 
Concept 

SiD:all-Si tracker, 5T
ILD: large TPC, B=3.5T

CLIC-ILD, CLIC-SiD: 
tungsten 

barrel HCAL



MC

Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

Calorimeter technology tree

• ILD, SiD
• ILC, CLIC

9

or semi-digital 



• We are more than 300 physicists and engineers from 57 
institutes in Africa, America, Europe and Asia

• Our goal: develop highly granular calorimeter options based 
on the particle flow approach for an e+e- linear collider

• Twofold approach: 
– Physics prototypes and test beam

• Proof of principle,  test of shower simulation models, development 
of reconstruction algorithms with real data 

– Technical prototypes
• Realistic, scalable  design (and costing)

MC
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CALICE
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Particle flow calorimeters:

• Particle Flow concept proven in detailed simulations: 
provides required resolution up to CLIC jet energies 

• Extremely fine calorimeter segmentation  - 100M read-out 
cells - demands novel read-out technologies and poses new 
system integration challenges
– remain compact: Moliere radius, stay inside coil
– embed electronics, minimize power

• CALICE: collaborative R&D and test beam effort to
– develop the technologies 
– establish the performance 
– validate the physics models  
– test the algorithms 
– demonstrate the scalability

11



Technologies for
High Granularity

Si W ECAL
Sci W ECAL 

not reported this time: 
MAPS DECAL

12



Physics prototype 2005-2011: demonstrate SiW ECAL technique

18x18cm2 active area, 30 layers
1x1cm2 segmentation
~10000 readout channels

5-year test beam campaign
 muons, electrons, hadrons

 detector calibration, EM response
 validation of simulation, hadronisation models



Physics prototype results

Response to electrons

Linear energy response 
 to ~1%

Good description by 
 simulation

Excellent imaging



Technical prototype
 under development

Higher readout granularity

Embedded low power FE electronics

Move towards industrial techniques
 modular construction

~2/3 scale mechanical module
 carbon fibre, tungsten
 completed

Will be partially instrumented
 over next years, testing different
 technological solutions



Some examples

PCB with embedded ASICs

Low-volume interconnections

Water-based leakless cooling

Part of pedestal      1 e-        2e-         3e-
(cut by trigger)

Recent beam test of “technological” detector slab at DESY
 Test of new ASIC, DAQ system, power/DAQ adapter board for technological prototype

Second round of beam tests planned for summer: larger scale with ~10 layers



Scintillator ECAL overview and perspectives

• PFA requires highly granular ECAL 
• to accommodate within reasonable cost 
• scintillator strip ECAL with orthogonal 
directions to achieve fine segmentation

• very thin and novel photon sensor is 
developed 

1.9mmx2.4mm



• 45mmx10mm strips
• 72 strips/layer
• 30 layer prototype 

prototype & performance

Beam momentum     ( GeV/c )

0 10 20 30D
e

p
o

s
it

 e
n

e
rg

y
 i

n
 E

C
A

L
 (

M
IP

)

0

1000

2000

3000

4000

5000

 0.01  ( uniform )± Slope = 142.37 

 0.01  ( center )± Slope = 147.83 

 0.01  ( combined )± Slope = 145.28 

pi-0 recons

good linearity



current development
• finer granularity up to 5mm
• electronics integration
• Beam test 2012 fall
• with Silicon W ECAL

more than 8 p.e. & uniform +-5%

SIGNALInput

POWERInput

digital data bus
clocks

180mm

60mm

Sp2b1

Sp2b3

Sp2b2

Sp2b4

Channels 109..144

Channels 37..72

Channels 1..36

Chann
el 1

Chann
el 109

Chann
el 144

Chann
el 36

Channels 73..108

Sp2b1: Channels 91:108, 127:144Sp2b2: Channels 73:90, 109:126Sp2b3: Channels 19:36, 55:72Sp2b4: Channels 1:18, 37:54

8p.e.

different wrapping conditions.

small-area version 
of scint HCAL
read-out



Technologies for
High Granularity

Sci Fe HCAL 
Sci W HCAL 

20
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Fe Scint tile AHCAL 

• Extremely robust: 6 years of data taking without 
problems 

• Many trips with dis-and re-assembly of the HCAL
– DESY CERN DESY FNAL DESY CERN-PS CERN-SPS

• 38 layers steel sandwich
• World’s first large device with 

SiPMs: 7600 tiles / sensors
• Now used in CMS, T2K, medical 

imaging ,...

21

1x1 m2 220 tiles

3x3 cm2 x 5mm

1x1 mm2 1156 pixels

SiPM: MEPHI /PULSAR
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Scint AHCAL calibration and 
electromagnetic performance

• SiPM gain monitoring: self-calibrating
• Cell equalization: MIPs 
• Temperature correction:  ~4%/K
• Validation of calibration and simulation 

with electrons

22
6/43

 

How to calibrate the AHCAL

Simple calibration procedure per cell:

MIP constants

Saturation behaviour

Gain (for saturation and temperature 
correction) and intercalibration

Global calibration to electromagnetic 
scale, e/pi ratio for hadronic scale

Required single cell precision for hadronic 
calorimeter is moderate, collective effects 
easy to control

 → Go beyond this to fully understand all 
 aspects of SiPM operation

 → Provide excellent performance for 
 electromagnetic showers

Signal[ADC]

MPV

Published	
  in	
  JINST	
  6,	
  P04003	
  (2011)
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Figure 5: Distribution of the MIP relative slopes per W-AHCAL layer, before and after temperature correc-
tion. The average relative slope is -4.3%/K before the correction, and -0.2% after.

• The linear fit was performed with the new y-axis, and the relative slopes, expressed in per-98

cents of MIPs, were obtained.99

The distributions of the relative slopes before and after temperature correction are shown in100

Fig. 5. One can see that after temperature correction the response is equalized at the level of101

0.2%/K.102

4. Simulation103

This section describes the test beam geometry as implemented in the GEANT4 [14] based appli-104

cation called Mokka [15], and presents the simulation models that are going to be compared with105

data.106

4.1 Mokka implementation107

A schematic representation of the test beam detectors, as simulated with Mokka, is given in Fig. 6.108

z=0
WCh1

−18 mm
−33 mm

Sc1

−142 mm

WCh2

−411 mm
−426 mm

−659 mm
−674 mm

WCh3

−722 mm

Sc2
W−HCAL

308 mm

z

Figure 6: Schematic representation of the CERN 2010 test beam line as implemented in the Mokka model
TBCern2010 (not to scale), where Sc stands for scintillator and WCh for wire chamber.

109

It includes three wire chambers, of 110⇥ 110⇥ 56 mm3, each with two sections measuring110

the x and the y position. Based on information from the wire chambers, the track of the incoming111

– 6 –

%/K
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AHCAL technological prototype

• integrated readout (ADC & TDC), 
auto-trigger and LED system

• 12x12 tiles / board

23
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New HCAL Base Unit (HBU2)

4 new HBUs in DESY lab

 → 70 channels equipped with 
scintillator tiles, LEDs, SiPM 
readout, 4 ASICs

1 HBU2 connected to DAQ 
modules for first tests

 → so far fully functioning!

1 HBU2 in DESY test beam

We ordered 6 new HBU2s for 
full slab test:

 → Quality of electrical signals

 → Mechanics, temperature

 → DAQ

Build small stack with ~10 
layers, 1 HBU each?

8/21

 

LED calibration system

Wuppertal solution:

Light directly coupled into tile by 1 
integrated LED per channel

Light output equalization via C1 – C3 
(default: 150pF, plus: 22pF, 82pF)

New design implemented in HBU2 and is 
currently tested extensively

Prague solution:

Light coupled into tile by notched fiber

Mechanical integration difficult

 → First tests performed in DESY lab with 
new electronics and new tiles

LED

3/21

 

Scintillating tiles

Signal sampled by scintillating tiles

 → 3x3x0.3cm3, 2592 tiles per layer

450 tiles from ITEP tested

Gain: 500k – 2000k

Light Yield = 15 ± 2

Sample of 150 tiles in Heidelberg 
for characterisation of 
temperature dependence

New batch of 470 tiles arrived 
at DESY last Thursday

 → Equipment of several new HBUs

 → Important step to multi-HBU-
setup now possible!

Mechanics: 
1mm flatness over 
2m w/o machining 

First test beam results
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SiPMs and tiles 

• Options for direct - 
fibre-less - coupling

• uniformity problems 
solved

• industrialized injection 
molding process
– first tests

• several types of blue-
sensitive SiPMs 
available 

• much reduced noise 
and occupancy

24

MPI / ITEP NIU

MRS APDs ITEP/CPTAmolded

machined



Data taken 2010/11 at CERN-PS/SPS, mixed 
beams 1 – 300 GeV

Tungsten AHCAL prototype

25

Scintillator tiles 3x3 cm2 (in centre)
Read out by SiPM

Main purpose: Validation of Geant4 simulation for 
hadronic showers in tungsten



T3B: Time structure of shower: 
one row of 15 tiles with pico-scope read-out

SiPM analog HCAL testbeam 

26

10 GeV pion

Frank Simon (frank.simon@universe-cluster.de)T3B Analysis
CALICE Collaboration Meeting, CERN, May 2011

The T3B Setup

• 15 3 x 3 cm2 scintillator cells, sampling the radial extent of the shower

7

�������

������

� � � � � 	 
 � � �� �� �� �� ���beam axis
through cell 0

Frank Simon (frank.simon@universe-cluster.de)T3B Analysis
CALICE Collaboration Meeting, CERN, May 2011

Data Analysis - Technique

• For each channel, a complete waveform with 3000 samples (800 ps /sample) is saved

• Waveform decomposed into individual photon signals, using averaged 1 p.e. signals

• Average 1 p.e. signal taken from calibration runs between spills, refreshed every 5 
minutes: Continuous automatic gain calibration

8
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Digital glass RPC tungsten HCAL

• 2012: test tungsten HCAL with gaseous readout. 
– Due to slow neutrons from W, energy resolution of a W-HCAL with gas 

detectors might not be the same as with scintillators. This needs testing.
– Have two independent data sets to validate 

tungsten Geant4 simulations.

27

• Infrastructure has been 
adjusted to accommodate the 
new equipment! ! à

Tungsten stack (38 plates)
Frame made to be 

transportable

Electronics rack

RPC version of T3B 
in preparation, too



Technologies for
High Granularity

(Semi-) Digital HCAL 
RPC, GEM, Micromegas

28



The	
  Digital	
  Hadron	
  Calorimeter	
  -­‐	
  DHCAL

RPC	
  –	
  based	
  imaging	
  calorimeter

	
  	
  DHCAL	
  =	
  First	
  large	
  scale	
  calorimeter	
  prototype	
  with

	
  	
  	
  	
  	
  Embedded	
  front-­‐end	
  electronics
	
  	
  	
  	
  	
  Digital	
  (=	
  1	
  –	
  bit)	
  readout
	
  	
  	
  	
  	
  Pad	
  readout	
  of	
  RPCs	
  (RPCs	
  usually	
  read	
  out	
  with	
  strips)
	
  	
  	
  	
  	
  Extremely	
  fine	
  segmentaCon	
  with	
  1	
  x	
  1	
  cm2	
  pads

	
  	
  DHCAL	
  =	
  	
  World	
  record	
  channel	
  count	
  for	
  calorimetry
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  World	
  record	
  channel	
  count	
  for	
  RPC-­‐based	
  systems

	
  	
  	
  	
  	
  479,232	
  readout	
  channels

	
  	
  DHCAL	
  construcCon	
  

	
  	
  	
  	
  	
  Started	
  in	
  fall	
  2008
	
  	
  	
  	
  	
  Completed	
  in	
  winter	
  2011

	
  	
  Test	
  beam	
  acCviCes

	
  	
  	
  	
  	
  10	
  Million	
  muon	
  events
	
  	
  	
  	
  	
  25	
  Million	
  secondary	
  beam	
  events
	
  	
  	
  	
  	
  Tests	
  with	
  Tungsten	
  absorber	
  	
  ←	
  starCng	
  now	
  at	
  CERN

Collected	
  in	
  5	
  periods	
  at	
  FNAL



Some	
  nice	
  DHCAL	
  events

μ μ 50	
  GeV	
  π+

8	
  GeV	
  e+ 16	
  GeV	
  π+

Configura5on	
  
with	
  minimal	
  
absorber



Muons	
  in	
  the	
  DHCAL
Broadband	
  muons

	
  	
  Obtained	
  from	
  +32	
  GeV	
  beam	
  with	
  beam	
  blocker

Reconstruct	
  

	
  	
  	
  Tracks	
  in	
  the	
  DHCAL	
  → So[ware	
  alignment	
  of	
  layers

Measure	
  

	
  	
  	
  	
  Efficiency,	
  average	
  pad	
  mulCplicity…

Tune

	
  	
  	
  	
  	
  Monte	
  Carlo	
  simulaCon	
  	
  	
  	
  

RMS	
  
265	
  	
  → 21	
  µm

Data

Simula5on



Secondary	
  beam	
  in	
  the	
  DHCAL

Hadron	
  resolu5on

With	
  containment	
  cut

Hadron	
  response	
  (before	
  calibraCon)

Results	
  so	
  far
	
  	
  similar	
  to	
  expecta5ons
	
  	
  based	
  on	
  GEANT4	
  
	
  	
  simula5on



1

Assembling procedure

6mm(active area) + 5mm(steel) = 
11 mm thickness

Gas
outlet

     HV 
connection

Gas
inlet

144 ASICs= 9216 channels/1m2

Construction of one unit of the SDHCAL prototype: 2-bit 3-threshold r/o



2

HV : 7.4 kV

The homogeneity of the detector and its readout electronics were studied 

Power-Pulsing mode was tested in a magnetic field of 3 Tesla

Beam spot position Efficiency Multiplicity

The Power-Pulsing mode was
 applied on a GRPC in a 3 Tesla
 field at H2-CERN 
(2ms every 10ms)
 No effect on the detector
 performance
 



3

Construction of the SDHCAL prototype
460800 electronic channels
and self-supporting mechanical structure
with planarity requirements fulfilled 

10500 ASIC 
Were tested and calibrated

52 units produced



Cosmic hadronic shower

X

Y Z

X

Y

Z

Z

First technological prototype
50 units (>6 λI) working with  power-pulsing

Currently  in TB

10 GeV Pion

Colors corresponding
to the 3 thresholds

Power-pulsed
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GEM Test Beam with KPiX: Efficiencies, Hit multiplicities
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Toward 100cmx100cm GEM Planes!!
Qualifica5on	
  of	
  five	
  33cmx100cm	
  GEM	
  foils	
  
completed!!

GEM DHCAL, J. Yu
38

Each	
  of	
  the	
  GEM	
  100cmx100cm	
  planes	
  will	
  
consist	
  of	
  three	
  33cmx100cm	
  unit	
  chambers

Nov. 8, 2011

Two	
  33cmx100cm	
  chamber	
  parts	
  delivered
Class	
  10,000	
  clean	
  room	
  (12’x8’)	
  construc5on	
  
completed	
  
Jig	
  for	
  33cmx100cm	
  chamber	
  being	
  procured

Assembly jig

Anode

Spacer
GEM Foil

Positioners

Positioners



1

MICROMEGAS for a SDHCAL
n Characteristics:

n Proportional mode
n Bulk-MICROMEGAS
n 1cm2 pad readout 
n embedded readout electronics (3 thresholds)
n Operating at low voltage < 500 V
n High detection rate
n Robust, cheap (industrial process)
n Thickness: down to 6 mm

n Prototype basic performances
n MIP most probable value : ~20fC 
n At 1.5 fC threshold :

n Efficiency > 97%, channel disparity < 1%
n Multiplicity < 1.1

n Excellent behaviour in electromagnetic and 
hadronic showers

EN-ICE-DEM 
PH-LCD

µ: 200 GeV

TB 2008

JINST_4_P11023

Deposited charged (fC)

N
um

be
r o

f e
ve

nt
s

e: 2 GeV

TB 2009

MPGD09

Number of absorbers
N

um
be

r o
f h

its

http://iopscience.iop.org/1748-0221/4/11/P11023
http://iopscience.iop.org/1748-0221/4/11/P11023
http://iopscience.iop.org/1748-0221/5/01/P01013/
http://iopscience.iop.org/1748-0221/5/01/P01013/
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n 1m2 MICROMEGAS layer:
n 9216 pads of 1 cm2 (2% dead areas)
n 6 independent bulks
n 7 mm total thickness 

+ 2 mm stainless steel (SS)
n fits in SS and W CALICE structures.
n Prototype with MICROROC chip

n Non-flammable mixture Ar/CF4/iC4H10 95/3/2
n 2 weeks operation in August 2011 (SPS)

with less than 10 HV trips, no dead channels
(~ 6 millions of recorded triggers: 150 GeV µ and π)

n 10 days in GRPC-DHCAL in October 2011 (SPS)
(~ 1 millions of recorded hadron triggers: 60 to 180 GeV)

n Efficiency = 98 %, hit multiplicity = 1.15 ,
Noise = 0.1 Hz for the complete 1m2

n Response in hadronic showers, triggerless mode
n 4 MICROMEGAS layers expected for 2012 beam tests 

in GRPC-HCAL with common DAQ! 

MICROMEGAS for a SDHCAL
EN-ICE-DEM 
PH-LCD
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n 1m2 MICROMEGAS layer:
n 9216 pads of 1 cm2 (2% dead areas)
n 6 independent bulks
n 7 mm total thickness 

+ 2 mm stainless steel (SS)
n fits in SS and W CALICE structures.
n Prototype with MICROROC chip

n Non-flammable mixture Ar/CF4/iC4H10 95/3/2
n 2 weeks operation in August 2011 (SPS)

with less than 10 HV trips, no dead channels
(~ 6 millions of recorded triggers: 150 GeV µ and π)

n 10 days in GRPC-DHCAL in October 2011 (SPS)
(~ 1 millions of recorded hadron triggers: 60 to 180 GeV)

n Efficiency = 98 %, hit multiplicity = 1.15 ,
Noise = 0.1 Hz for the complete 1m2

n Response in hadronic showers, triggerless mode
n 4 MICROMEGAS layers expected for 2012 beam tests 

in GRPC-HCAL with common DAQ! 

MICROMEGAS for a SDHCAL
EN-ICE-DEM 
PH-LCD

π: 60 GeV
after ~ 5 λint

π: 180 GeV
after ~ 5 λint



Common developments 

Front end electronics
DAQ

not reported here: test beam 
infrastructure, software and computing

41



April 2012 CALICE FE Electronics 1

ILC Challenges for electronics

• Requirements for electronics
– Large dynamic range (15 bits)
– Auto-trigger on ½ MIP 
– On chip zero suppress
– Front-end embedded in detector
– 108 channels
– Ultra-low power : (25µW/ch)
– Compactness

• « Tracker electronics with calorimetric 
performance »

it’s gonna heat !
=>Power pulse



CALICE FE Electronics 2

ASICs for ILC prototypes

SPIROC2
Analog HCAL (AHCAL)
(SiPM)
36 ch. 32mm²
June 07, June 08, March 10

HARDROC2 and MICROROC
Digital HCAL (DHCAL)
(RPC, µmegas or GEMs)
64 ch. 16mm²
Sept 06, June 08, March 10

SKIROC2
ECAL
(Si PIN diode)
64 ch. 70mm²
March 10

q 1st  generation ASICs: FLC-PHY3 and 
FLC_SiPM (2003) for physics prototypes

q 2nd generation ASICs: ROC chips for 
technological prototypes
ü Address integration issues 
ü Auto-trigger, analog storage, 

internal digitization and token-ring 
readout 

ü Include power pulsing : <1 % duty 
cycle

ü Optimize commonalities within 
CALICE  (readout, DAQ…)

q 3rd generation ASICs (AIDA funded):
ü Independent channels to perform Zero 

suppress

April 2012



COMMON READOUT: TOKEN RING Mode

CALICE FE Electronics 6

Readout architecture common to all calorimeters and 
minimization of data lines & power

q Daisy chain using token ring mode
q Open collector, low voltage signals
q Low capacitance lines

Acquisition A/D conv. DAQ IDLE MODEChip 0

Chip 1 Acquisition A/D conv. DAQ IDLE MODEIDLE

Chip 2 Acquisition A/D conv. IDLE MODEIDLE

Chip 3 Acquisition A/D conv. IDLE MODEIDLE

Chip 4 Acquisition A/D conv. IDLE MODEIDLE DAQ

1ms (.5%) .5ms (.25%) .5ms (.25%)
1% duty cycle 99% duty cycle

199ms (99%)

SCA 
in SK2 and Spiroc

5 
ev

en
ts

3 
ev

en
ts

0 
ev

en
t

1 
ev

en
t

0 
ev

en
t

Chip 0 Chip 1 Chip 2 Chip 3 Chip 4

Data bus

April 2012
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CALICE DAQ2 scheme

N ×

ODR = Off Detector Receiver DCC = Data Concentrator Card   CCC = Clock & Control Card
LDA = Link Data Agregator DIF  = Detetcor InterFace     

50 MHz

Original ideas and R&D from 
CALICE-UK (UCL, Cambridge 
U., Manchester U., RHUL)

mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
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CALICE DAQ2 scheme

N ×

ODR = Off Detector Receiver DCC = Data Concentrator Card   CCC = Clock & Control Card
LDA = Link Data Agregator DIF  = Detetcor InterFace     

DataóConfig

Implementation & debug made  
by CALICE-France: 
LLR, IPNL, LAPP

mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
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CALICE DAQ2 scheme

N ×

ODR = Off Detector Receiver DCC = Data Concentrator Card   CCC = Clock & Control Card
LDA = Link Data Agregator DIF  = Detetcor InterFace     

BusyóClock, Trigger/Sync

mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
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USB readout for SDHCAL

ODR = Off Detector Receiver DCC = Data Concentrator Card   CCC = Clock & Control Card
LDA = Link Data Agregator DIF  = Detetcor InterFace     

Busy (RamFull) ó Reset, Resume 
        (FastCommands)

USB: Config & data
LDA
DCC

mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
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SW framework XDAQ framework
 + Oracle DB for config.
 + LCIO for Data Output
USB or HDMI readout

Running since 2010
constant 
improvement

mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr


MC

Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

Technologies

• High granularity needs spur the use of novel detection 
techniques in calorimetry
– Si pads at large scale, SiPMs, pad RPCs, MPGDs
– ultra-low power mixed-circuit ASICs are key

• All major technologies have undergone or are undergoing 
extensive full-scale beam tests

• Si W ECAL and Sci Fe AHCAL analysis nearly complete
• Analysis of the more recent tests has just begun, but all 

results so far are encouraging and confirm the expectation 

• Technological demonstrators of scalable systems start to 
provide first results

• No show stoppers seen, but more tests are necessary 

50



Test beam
experiments

51



MC

Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

Test beam experiments

DESY 2005
SiECAL

CERN 2006-2007
add Scint HCAL

FNAL 2008-09
Si -> Sci ECAL

52



MC

Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

Test beam experiments 2010+

Mathias Reinecke |  CALICE meeting Casablanca  |  Sept. 23rd, 2010  |  Page 3

DESY Testbeam Setup � HBU_II

Pedestal

MIP Peak

Pixels!

> DESY 6GeV electron Testbeam operation: Setup optimization, 
Channel-wise calibration with MIPs: Mark Terwort

> Integrated LED System, uniformity studies / optimiz.:  U. Wuppertal

DESY
2nd generation 

scint HCAL 

CERN 
2010-11
W abs.
AHCAL

2012:
DHCAL 

FNAL2010-11:
 Scint AHCAL → RPC DHCAL

53

  

2012: m3 SDHCAL



MC

Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

Summary of data taken

• Muon, LED and noise runs not included
• event size ~ 50kB -> 20 TB of physics data on the GRID

54

2012: 
W-DHCAL
Fe-SDHCAL 
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Physics results

Validation of Geant 4 
simulations,

Tests of particle flow 
algorithm

56
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Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

Shower simulation in Geant 4

• Low energy: cascade models
• High energy: partonic models

57

minimize use of 
phenomenological 
parameterization 

“production”

“legacy”

“systematics”

“experimental”

“linear combin.”
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Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

SiW ECAL data

58
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Figure 14. Longitudinal energy profiles for 12 GeV π− data (shown as points), compared with simulations
using different physics lists. The mean energy in MIPs is plotted against the depth after the initial interaction,
in units of effective 1.4 mm tungsten layers. The total depth shown corresponds to ∼ 20 X0 or 0.8 λint.. The
breakdown of the Monte Carlo into the energy deposited by different particle categories is also indicated.
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Figure 15. Longitudinal energy profiles for data (shown as points) compared with simulations using two
physics lists, QGSP_BERT and FTFP_BERT, at four typical energies. The breakdown of the Monte Carlo
into the energy deposited by different particle categories is also indicated.

giving the best description. In the tails, most models lie within ∼10% of data; LHEP is consistently
low, as is FTF_BIC at lower energies.

On balance, it appears that the FTFP_BERT physics list, while not perfect, gives the best
overall description of the longitudinal development of these showers. We emphasise, however, that
this remark refers only to the early part of the shower which is developed in the ECAL; we are not
sensitive to the later parts of the shower.

– 17 –

• Very precise information thanks to 
high granularity

• Shower decomposition very 
instructive 
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giving the best description. In the tails, most models lie within ∼10% of data; LHEP is consistently
low, as is FTF_BIC at lower energies.

On balance, it appears that the FTFP_BERT physics list, while not perfect, gives the best
overall description of the longitudinal development of these showers. We emphasise, however, that
this remark refers only to the early part of the shower which is developed in the ECAL; we are not
sensitive to the later parts of the shower.
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Figure 10. Radii required to contain 90% (upper two plots) or 95% (lower two plots) of the energy seen in
the ECAL, as a function of beam energy. Data are compared with simulation for various physics lists.

roughly the first interaction length — the transverse tails are not fully sampled, and nor is most of
the longitudinal tail of the shower.

6.3 Longitudinal distribution of interaction point

The fine granularity of the CALICE ECAL makes it possible to identify the point at which the
incident pion makes its primary interaction, and this will be used in some of the results shown
below. In general one expects to see a track of MIP-like hits until the interaction point, followed
by some multiparticle shower structure thereafter. The algorithm used for the present analysis has
the merit of simplicity. Firstly, the energy in each layer is computed, after excluding isolated hits
(those with no neighbours in adjacent cells in the same layer). The interaction layer is defined as
the first layer containing at least 10 MIPs of energy, provided that at least two of the following
three layers also show energy greater than 10 MIPs. In simulated events, the true interaction point
is stored using information about the true activity in the Monte Carlo. In figure 11 we show the
correlation between the true interaction layer and that found by our algorithm, for a typical energy
and Monte Carlo physics list. The correct layer is identified within ±1 in ∼70% and within ±2
in almost 90% of events. The mean of the difference between the true and reconstructed layer lies
within ±1 layer for all physics lists and energies studied here.

In figure 12 we show the distribution of the reconstructed interaction layer for 30 GeV data
compared with a typical Monte Carlo run. The alternation between odd and even layers reflects the
additional material associated with PCBs and the carbon-epoxy support structure; passing from an
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Figure 11: Mean shower radius: the top view features the comparison be-
tween test beam data (points with error bars) and qgsp_bert (solid his-
tograms) for each energy. The bottom view shows the ratio of Monte Carlo
simulation and beam test data. The simulation has been normalised to the
number of data events for comparison.
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Timing in Tungsten HCAL
v For CLIC energies, containment becomes a major issue.
v Addressed using Tungsten HCAL – same scintillators with W absorber 

instead of Fe. 
v Timing is also an issue at CLIC.  
v Timing tests carried out using dedicated layer in the CALICE W-HCAL.
v (Overlapping) pulses can be resolved;  examine time of first hit.
v Find detailed neutron tracking in GEANT4 is necessary to fit the 

observations.
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61

the analysis of the high energy (10 GeV < p < 300 GeV) CERN 2011 data sample.391

As the calorimeter response for p+ and p� is similar, the comparisons with simulation will be392

presented only for p+.393

6.1 Calorimeter response394

To quantify the agreement between simulation and data, we present the ratio between the mean395

reconstructed energy in simulation and data, see Figs. 37 and 38.396
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Figure 37: Mean p+ reconstructed energy: ratio be-
tween Bertini based simulation models and data.
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Figure 38: Mean p+ reconstructed energy: ratio be-
tween QGSP_BIC_HP and data.

The agreement with QGSP_BERT_HP is very good (at the level of 1 %). As FTFP_BERT_HP397

shares the same model up to 5 GeV, the agreement is equally good, but the situation gets worse398

when switching to the FRITIOF model. For both Bertini based models, an artificial decrease of the399

energy ratio is observed for 10 GeV, where the transition to the LEP model is done. On the other400

side, QGSP_BIC_HP shows a strong variation with the available energy. The differences between401

data and the simulation are at the 15% level. However, as explained in Sect. 4.2, this model uses the402

LHEP parametrization for pions with Ekin > 1.5 GeV, and is presented here only for completeness.403

The RMS of the reconstructed energy distribution vs. pions’ available energy, for the different404

models, is shown in Figs. 39 and 40. For the QGSP_BERT_HP model, the agreement is better405

than 95%. Contrary to observation at higher energies, the simulated distributions are in general406

somewhat broader than in data. The slopes are well reproduced.407

Example distributions of the reconstructed energy are given in Figs. 41 and 42.408
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Figure 39: RMS of the reconstructed energy vs. p+

available energy: comparison of data with Bertini
models.
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Figure 40: RMS of the reconstructed energy vs.
p+ available energy: comparison of data with
QGSP_BIC_HP model.
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beam momentum of 3 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 42: Energy sum distribution for p+ with a
beam momentum of 9 GeV: comparison of data with
QGSP_BERT_HP.

6.2 Longitudinal shower development409

The longitudinal profiles for p+ with three different beam momenta are compared with the410

QGSP_BERT_HP model in Figs. 43, 44 and 45. In general, the agreement is better than 95%, with411

the exception of the first layer, where for all energies except 10 GeV, QGSP_BERT_HP predicts412
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Figure 46: Center of gravity in z of p+ with a
beam momentum of 4 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 47: Center of gravity in z of p+ with a
beam momentum of 10 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 48: Dependence of the mean zcog of p+ initiated showers on the available energy: comparison of
data with QGSP_BERT_HP. In the lower part, the ratio between simulation and data is shown.

higher energy than observed in the data.413

The distributions of the center of gravity in z are shown for the 4 and 10 GeV case in Figs. 46414

and 47. The distributions are biased by the cut on the shower start, which is reflected in the knee at415

high zcog. However, data and simulation are biased in similar ways. The dependence of the mean416

center of gravity in z on the available energy is presented in Fig. 48, which contains also the ratio417

between the simulation and data. The observed agreement is better than 98%.418
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the analysis of the high energy (10 GeV < p < 300 GeV) CERN 2011 data sample.391

As the calorimeter response for p+ and p� is similar, the comparisons with simulation will be392

presented only for p+.393

6.1 Calorimeter response394

To quantify the agreement between simulation and data, we present the ratio between the mean395

reconstructed energy in simulation and data, see Figs. 37 and 38.396
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Figure 37: Mean p+ reconstructed energy: ratio be-
tween Bertini based simulation models and data.
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Figure 38: Mean p+ reconstructed energy: ratio be-
tween QGSP_BIC_HP and data.

The agreement with QGSP_BERT_HP is very good (at the level of 1 %). As FTFP_BERT_HP397

shares the same model up to 5 GeV, the agreement is equally good, but the situation gets worse398

when switching to the FRITIOF model. For both Bertini based models, an artificial decrease of the399

energy ratio is observed for 10 GeV, where the transition to the LEP model is done. On the other400

side, QGSP_BIC_HP shows a strong variation with the available energy. The differences between401

data and the simulation are at the 15% level. However, as explained in Sect. 4.2, this model uses the402

LHEP parametrization for pions with Ekin > 1.5 GeV, and is presented here only for completeness.403

The RMS of the reconstructed energy distribution vs. pions’ available energy, for the different404

models, is shown in Figs. 39 and 40. For the QGSP_BERT_HP model, the agreement is better405

than 95%. Contrary to observation at higher energies, the simulated distributions are in general406

somewhat broader than in data. The slopes are well reproduced.407

Example distributions of the reconstructed energy are given in Figs. 41 and 42.408
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Figure 39: RMS of the reconstructed energy vs. p+

available energy: comparison of data with Bertini
models.
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Figure 40: RMS of the reconstructed energy vs.
p+ available energy: comparison of data with
QGSP_BIC_HP model.
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Figure 41: Energy sum distribution for p+ with a
beam momentum of 3 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 42: Energy sum distribution for p+ with a
beam momentum of 9 GeV: comparison of data with
QGSP_BERT_HP.

6.2 Longitudinal shower development409

The longitudinal profiles for p+ with three different beam momenta are compared with the410

QGSP_BERT_HP model in Figs. 43, 44 and 45. In general, the agreement is better than 95%, with411

the exception of the first layer, where for all energies except 10 GeV, QGSP_BERT_HP predicts412
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Figure 46: Center of gravity in z of p+ with a
beam momentum of 4 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 47: Center of gravity in z of p+ with a
beam momentum of 10 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 48: Dependence of the mean zcog of p+ initiated showers on the available energy: comparison of
data with QGSP_BERT_HP. In the lower part, the ratio between simulation and data is shown.

higher energy than observed in the data.413

The distributions of the center of gravity in z are shown for the 4 and 10 GeV case in Figs. 46414

and 47. The distributions are biased by the cut on the shower start, which is reflected in the knee at415

high zcog. However, data and simulation are biased in similar ways. The dependence of the mean416

center of gravity in z on the available energy is presented in Fig. 48, which contains also the ratio417

between the simulation and data. The observed agreement is better than 98%.418
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the analysis of the high energy (10 GeV < p < 300 GeV) CERN 2011 data sample.391

As the calorimeter response for p+ and p� is similar, the comparisons with simulation will be392

presented only for p+.393

6.1 Calorimeter response394

To quantify the agreement between simulation and data, we present the ratio between the mean395

reconstructed energy in simulation and data, see Figs. 37 and 38.396
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Figure 37: Mean p+ reconstructed energy: ratio be-
tween Bertini based simulation models and data.
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Figure 38: Mean p+ reconstructed energy: ratio be-
tween QGSP_BIC_HP and data.

The agreement with QGSP_BERT_HP is very good (at the level of 1 %). As FTFP_BERT_HP397

shares the same model up to 5 GeV, the agreement is equally good, but the situation gets worse398

when switching to the FRITIOF model. For both Bertini based models, an artificial decrease of the399

energy ratio is observed for 10 GeV, where the transition to the LEP model is done. On the other400

side, QGSP_BIC_HP shows a strong variation with the available energy. The differences between401

data and the simulation are at the 15% level. However, as explained in Sect. 4.2, this model uses the402

LHEP parametrization for pions with Ekin > 1.5 GeV, and is presented here only for completeness.403

The RMS of the reconstructed energy distribution vs. pions’ available energy, for the different404

models, is shown in Figs. 39 and 40. For the QGSP_BERT_HP model, the agreement is better405

than 95%. Contrary to observation at higher energies, the simulated distributions are in general406

somewhat broader than in data. The slopes are well reproduced.407

Example distributions of the reconstructed energy are given in Figs. 41 and 42.408
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Figure 39: RMS of the reconstructed energy vs. p+

available energy: comparison of data with Bertini
models.
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Figure 40: RMS of the reconstructed energy vs.
p+ available energy: comparison of data with
QGSP_BIC_HP model.
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Figure 41: Energy sum distribution for p+ with a
beam momentum of 3 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 42: Energy sum distribution for p+ with a
beam momentum of 9 GeV: comparison of data with
QGSP_BERT_HP.

6.2 Longitudinal shower development409

The longitudinal profiles for p+ with three different beam momenta are compared with the410

QGSP_BERT_HP model in Figs. 43, 44 and 45. In general, the agreement is better than 95%, with411

the exception of the first layer, where for all energies except 10 GeV, QGSP_BERT_HP predicts412

– 28 –

 [mm]cogz
400 600 800 1000

 8
 m

m
)

⋅
en

tri
es

 
∑

En
tri

es
/(

0

0.01

0.02

0.03
CALICE Preliminary = 4 GeV

beam
, p+π

Data
QGSP_BERT_HP

Figure 46: Center of gravity in z of p+ with a
beam momentum of 4 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 47: Center of gravity in z of p+ with a
beam momentum of 10 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 48: Dependence of the mean zcog of p+ initiated showers on the available energy: comparison of
data with QGSP_BERT_HP. In the lower part, the ratio between simulation and data is shown.

higher energy than observed in the data.413

The distributions of the center of gravity in z are shown for the 4 and 10 GeV case in Figs. 46414

and 47. The distributions are biased by the cut on the shower start, which is reflected in the knee at415

high zcog. However, data and simulation are biased in similar ways. The dependence of the mean416

center of gravity in z on the available energy is presented in Fig. 48, which contains also the ratio417

between the simulation and data. The observed agreement is better than 98%.418
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Figure 54: Reconstructed energy distribution of a
proton with a beam momentum of 4 GeV: comparison
of data with QGSP_BERT_HP.

W-AHCAL energy sum [MIPs]
0 200 400 600 800

 2
 M

IP
s)

⋅
ev

en
ts

 
∑

En
tri

es
/(

0

0.005

0.01

0.015  = 10 GeV
beam

Proton, p
Data

QGSP_BERT_HP

CALICE Preliminary

Figure 55: Reconstructed energy distribution of a
proton with a beam momentum of 10 GeV: compar-
ison of data with QGSP_BERT_HP.
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Figure 56: Proton reconstructed energy: ratio be-
tween Bertini models and data.

 [GeV]availableE
4 6 8

 [M
IP

s]
〉

re
c

E〈

100

150

200

250

Proton
Data
QGSP_BIC_HP

CALICE Preliminary

 [GeV]availableE
4 6 8Si

m
ul

at
io

n/
D

at
a

0.96
0.98
1.00
1.02
1.04

Figure 57: Proton reconstructed energy: ratio be-
tween QGSP_BIC_HP and data.
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Figure 58: RMS of proton reconstructed energy dis-
tribution: comparison of data with Bertini models.
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Figure 59: RMS of proton reconstructed energy dis-
tribution: comparison of data with QGSP_BIC_HP.
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Figure 64: Center of gravity in z for a pro-
ton with pbeam = 4 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 65: Center of gravity in z for a pro-
ton with pbeam = 10 GeV: comparison of data with
QGSP_BERT_HP.
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Figure 66: Dependence of zcog for protons initiated showers vs. the available: comparison of data with
QGSP_BERT_HP.

The distributions of the centers of gravity in z for protons with beam momenta of 4 and 10 GeV465

are shown in Fig. 64 and 65. The dependence of the mean zcog on the available energy is presented466

in Fig. 66, together with the ratio between simulation and data. This GEANT4 model predicts467

showers at slightly smaller zcog than in data, but the differences are still within 2%.468

– 37 –

Results still under internal review 



MC

Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

Shower fine structure

• Could have had the same global 
parameters with “clouds” or “trees”

• Powerful tool to check models
• Surprisingly good agreement 

already - for more recent models

Frank Simon (frank.simon@universe-cluster.de)Particle Showers in a Highly Granular HCAL
CALOR2010, Beijing, China

Digging Deeper: 3D Substructure - Particle Tracks

11

Beam
25 GeV "-

ECAL upstream

identified tracks

• Imaging capability of detector 

allows the identification of 

individual MIP-like tracks 

within hadronic showers
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(a) track multiplicity distribution for 25GeV - normalized to
1.
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(b) Average track multiplicity for all energies.

Figure 22: Data - Monte Carlo comparison: track multiplicity for different energies. The grey area
gives the size of the statistical error for LHEP.

5. Summary

A simple tracking algorithm has been developed that is capable of identifying tracks created by
minimum ionizing particles in hadronic showers. The algorithm relies on isolated hits and works
on a layer-by-layer basis. It intrinsically limits the angle of tracks reconstructed. The energy de-
position of inclined tracks is corrected. In a second step the intrinsic track properties track angle,
length, multiplicity and gap fraction are used as parameters in a comparison between testbeam
data and simulations created with various physics lists. For the given data the four physics lists
QGSP_BERT, QGSP_BERT_TRV, FTF_BIC and FTFP_BERT all give results that are close to-
gether and comparable to testbeam data, with a slight advantage in favor of the QGSP_BERT(_TRV)
lists. The energy distribution of hits on tracks found with this algorithm have also been successfully
used in calibration studies [3].
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Track Multiplicity
Track multiplicity  <=> # Particles in hadronic shower: Correlation?

Mokka Hack: Convert each particle in StackingAction into MCParticle

Here: # Tracks VS # Charged Particles with Ekin > 500MeV (w/o e±)

Correlation: ~0.4 for QGSP_BERT and FTFP_BERT (LHEP: ~0.3)

Low multiplicity limits correlation
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Containment – use of Tail Catcher

5ECFA detector R&D Panel Analysis Results 

v Tail catcher gives us information 
about tails of hadronic showers.

v Use ECAL+HCAL+TCMT to emulate 
the effect of coil by omitting layers 
in software, assuming shower after 
coil can be sampled.  

v Significant improvement in 
resolution, especially at higher 
energies.

arxiv:1201.1653 (accepted by JIN
S
T)

2012_JINST_7_P04015

http://arxiv.org/abs/1201.1653
http://arxiv.org/abs/1201.1653
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Software compensation

• Dream: s/w compensation with fine segmentation
• Significantly improved resolution AND linearity
• High granularity - many possibilities, local and global
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Frank Simon (frank.simon@universe-cluster.de)Particle Showers in a Highly Granular HCAL
CALOR2010, Beijing, China

Energy Reconstruction & Software Compensation

• The CALICE HCAL is non-compensating: e/" ~ 1.3 (energy dependent)

• High granularity provides detailed information for software compensation:

• Electromagnetic energy deposits tend to be denser than hadronic ones

! Improvement studied on the cell (local) and on the cluster (global) level

14

Local method: apply weight to cells according to their energy, lower weight for cells with 

higher energy content, weights are determined with a minimization technique

weighting

64

Scint HCAL 

publication draft 
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PFLOW with test beam data

• The “double-track resolution” of an imaging calorimeter 
• Small occupancy: use of event mixing technique possible
• test resolution degradation if second particle comes closer
• Important: agreement data - simulation

65

20/43

 

Particle Flow with test beam data

Test MC models with important particle flow analysis!

Method:

Take 2 pion events and 
map them to ILD 
geometry

Assume one is neutral

Vary distance between 
the 2 pions and test 
how well the energy 
of neutral hadron is 
reconstructed

30 GeV charged 
hadron

10 GeV 'neutral' 
hadron

~18 cm separation 
of shower

~7 cm separation 
of shower

6 CALORIMETRY
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Fig. 6.11: ECAL plus AHCAL combined resolution for pions. The upper curve represents the resolu-
tion obtained with a single weight factor for each of the calorimeters, while the lower reflects a simple
software compensation approach and uses weights for the hits that depend on the hit amplitude and on
the total measured shower energy.
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Figure 4. RMS (left) and RMS90 (right) deviations of the recovered energy of neutral 10 GeV hadrons
from its measured energy vs. the distance from charged 10 GeV (circles and continuous lines) and 30 GeV
(triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for both
LHEP (red) and QGSP_BERT (green) physics lists.
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Figure 5. Probability of neutral 10 GeV hadrons energy recovering within 3 (left) and 2 (right) standard
deviations from its real energy vs. the distance from charged 10 GeV (circles and continuous lines) and
30 GeV (triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for
both LHEP (red) and QGSP_BERT (green) physics lists.

This results in a smaller probability of neutral hadron energy recovery for small neutral hadron
energy (see right plot in figure 6).

– 9 –

Fig. 6.12: Probability of separating hadron showers: The figure shows the degradation of neutral particle
resolution, expressed in terms of the probability to reconstruct the energy within 3 s of its calorimetric
resolution, as a function of transverse separation from a second shower induced by a charged hadron.

6.3.3.2 AHCAL Test Beam Results using Tungsten Absorbers
To test the energy resolution and timing performance of a tungsten-scintillator combination calorimeter,
and to validate the corresponding simulation model, a 30-layer (3.9 lI) AHCAL module was constructed
and exposed to beam at CERN in 2010. The scintillator tile and readout layers are the same as used by
CALICE for a number of earlier tests with steel absorber plates. Figure 6.13 shows the experimental
setup and an example of a pion candidate shower in the calorimeter stack.

High statistics event samples were recorded for electron, muon, pion, and proton beams with
energies from 1 to 10 GeV. Gain calibration was obtained from low intensity LED-pulser runs and the
results agree well with previous calibration from runs at Fermilab. MIP calibration was carried out using
a muon beam. Examples of calorimeter responses to muons and pions are shown in Figure 6.14.

Preliminary results indicate that the electromagnetic resolution is slightly worse than for steel,

124

10 GeV neutral +

Si W ECAL & Scint HCAL 

JINST 6 (2011) P07005

http://iopscience.iop.org/1748-0221/6/07/P07005
http://iopscience.iop.org/1748-0221/6/07/P07005


MC

Status Report to ECFA-DP Felix Sefkow     Hamburg, May 2, 2012 

DHCAL first results: pions

��Standard pion selection
+ No hits in last two layers

32 GeV data point is not 
included in the fit.

CALICE PreliminaryCALICE Preliminary

DHCAL Response To Hadrons (Oct '10 Data – Pion ID)

�

	
�



�	
���

B. Bilki et.al. JINST4 B. Bilki et.al. JINST4 
P10008, 2009.P10008, 2009.

MC predictions for a large-size 
DHCAL based on the small-size 
prototype results.
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Summary on analysis

• The high granularity and the wide energy range covered 
allow unprecedented tests of the Geant 4 physics lists

• Altogether, the state of the art models yield a precise 
description up to a level of a few percent - of response, 
resolution and topology

• New observables like track multiplicity or timing give novel 
input to model builders 

• The particle flow performance has been validated with test 
beam data

•  There is still a huge potential on tape or in-coming, in 
particular with gaseous digital read-out, with Fe and with W 
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Future plans

• We must fully exploit the existing prototypes
– more data taking after LS1

• We must fully exploit the existing data
– physics analysis is involved, but rewarding

• We must proceed from single or few layer demonstrators to 
full-scale tests of the integration concepts

• New physics possibilities: 4x finer ECAL, timing in AHCAL 

• There is lots to do on system level - powering, cooling, data 
concentration - before we can proceed to pre-production 
prototypes (module 0) 
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Conclusion

• Calorimetry is in revolutionary change - modern imaging 
calorimeters give insight
– granularity  -  redundancy  -  modeling

• Particle flow detectors achieve W / Z separation, are 
experimentally validated in beams, and maturing in design

• Proof-of-principle test beam campaign to be completed for all 
technologies
– Analysis partially completed, ongoing or just started 

• Ready for the next phase

• Wealth of shower physics for the HEP community
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Tile granularity

• Recent studies with PFLOW algorithm, full simulation and 
reco.

1x1 3x3 5x5 10x10 

M.Thomson (Cambridge)
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Tile granularity

• Recent studies with PFLOW algorithm, full simulation and 
reco.

1x1 3x3 5x5 10x10 
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M.Thomson (Cambridge)
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Tile granularity

• Recent studies with PFLOW algorithm, full simulation and 
reco.

1x1 3x3 5x5 10x10 

• Confirms earlier studies for test 
beam prototype

• 3x3 cm2 nearly optimal

50M 5M 2M 500k

M.Thomson (Cambridge)
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Data taken 

74

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! # events
" :! ! 16 energy points in range from 10 to 300 GeV! ! 25.8 M
! ! including ~400k Kaons at 60 and at 80 GeV

e  : ! ! 6 energy points in range from 10 to 40 GeV! ! ! 2.3 M

# :  !! for calibration over full surface! ! ! ! ! ! 4.7 M

"/e :! 10 energy points in range from 1 to 10 GeV! ! ! 17.5 M

# :  !! for calibration, mostly inner region! ! ! ! ! 10 M

T3B: ! A dedicated experiment to study shower time development.
! ! Took the same events in sync with AHCAL, plus standalone 
! ! ! ! events.
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GEM DHCAL Plans
ü Phase I (Through late 2011) è Completion of 30cm x 30cm characterization 

and DCAL chip integration
– Performed beam tests @ FTBF with 30cm x 30cm double GEM chambers, one with 

KPiX9 and 3 with DCAL
– Completion of 33cmx100cm large foil evaluation

• Phase II (late 2011 – early 2013): 33cm x 100cm unit chamber development 
and characterization

– Begin construction of 2 unit 100cmx33cm chambers, one with kPiX and one with DCAL
– Bench test with sources and cosmic rays and beam tests
– Construction of 100cmx100cm plane

• Phase III (Early 2013 – mid 2014): 100cmx100cm plane construction
– Construct 6 unit chambers with DCAL for two 100cmx100cm planes
– Characterize 100cmx100cm planes with cosmic rays and beams

• Phase IV (Mid 2014 – late 2015): 100cm x 100cm plane GEM DHCAL 
performances in the CALICE stack 

– Complete construction of five 100cm x 100cm planes inserted into existing CALICE 
calorimeter stack and run with either Si/W or Sci/W ECALs, and RPC or other technology 
planes in the remaining HCAL 
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a DAQ for all technological prototypes

Requirements
◼ «Generic» DAQ extensible for large 

detectors usable
▶ in Test Beams for CALICE τ protos
▶ as prototype for ILC calorimeters

◼ Features (more on next slide)
▶ Common interface for all protos:

Detector InterFace (DIF) cards

▶ 1 or 2 concentrator  cards

▶ all signals on 1 cable with secure 
communication protocol (8b/10b)

◼ Acquisitions modes
▶ Standard mode (extal trigger) : not 

used

▶ Triggered mode
◆ ROC in auto-trigger; readout on 

external trigger (typical TB 
mode)

▶ «ILC like»: 
◆ bunch acquisition without 

trigger 
(optlly power pulsing): during a 
spill;
readout on ROC full.

▶ Calibration
◼ 3 CALICE prototypes en route: 

▶ SDHCAL : 
 ~400.000 ch; 
Digital (2b/ch)
▶ ECAL : 
 ~  22.000 ch; 
Energy (12b)
▶ AHCAL : 
 ~  52.000 ch:  Energy & time (2×12 

b)

Key elements: 
▶ Noise taming;
▶ huge configurations;
▶ Stability

mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
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History & Status

◼ Genesis
▶ Most HW and FW blocks have been developed in UK; support vanished in 2011

◆ Integration taken over @ LLR in 2010 → debug and devt (with DCC card)

◼ Implementation
▶ First set-up on SDHCAL (LAPP) & ECAL (LLR); AHCAL just started (DESY)

▶ SW started from scratch in 2010 @ IPNL on XDAQ (for SDHCAL) + Oracle

◼ Test beams:
▶ SDHCAL with HDMI in 2011: too many instabilities... (mix of HW, FW, SW).

◆ 2012: running 400 kCh / 50 planes / 150 DIFs on USB (⊖ perfs but now very stable...)

▶ ECAL with full system (3 DIFs) in April

◼ Work in progress:
▶ Deployment of SW for ECAL & AHCAL; later deployment of HDMI for SDHCAL

▶ Replacement of HW: LDA → GigaDCC (LLR) and CCC → CCC2 (Mainz)...

▶ Integration with AIDA DAQ (aka EUDAQ + beam interface)

mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr
mailto:Vincent.Boudry@in2p3.fr


CALICE FE Electronics 3

ROC Chips performance (Testbench and at  System level)

• HARDROC2 (DHCAL, RPC): 
– semi digital readout with 3 thresholds
– Auto trigger on 10fC  up to 20 pC 
– Scalable readout scheme successfully tested
– power pulsing in magnetic field successfully 

tested in 2010
– SDHCAL technological proto with 40 layers (5760 

HR2 chips) built in 2010-2011. 

• MICROROC: (DHCAL, µMEGAS)
– Similar to HARDROC  (semi digital readout) with 

charge preamp input (smaller signals)
– Noise: 0.2fC (Cd=80 pF). Auto trigger on 1fC up 

to 500fC
– Very good performance of the electronics and 

detector (Threshold set to 1fC on 1 m2 in TB ) 

April 2012

@LAPP

1 m3 RPC detector, 40 layers
Hardroc2: 37 000 channels

@IPNL 
Lyon



CALICE FE Electronics 4

ROC Chips performance

• SPIROC2 (AHCAL, SiPM): 
q Autotrigger on 1 spe (150 fC)
q  Charge measurement (up to 300 pC)
q  Time measurement (~ 1 ns)
q 16 deep analog memory
q  Internal 12 bits ADC

• SKIROC2 (AHCAL, SiPM): 
q Similar to SPIROC2 but with Charge preamp input (1 MIP= 4fC)
q Very good performance on testbench
q First measurements performed in Test beam: very promising

April 2012

@DESY

Noise = 630 µV
1 MIP gives 5.7 mV
S/N=9
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Embedded electronics - Parasitic eJects?

Exposure of front end electronics to electromagnetic showers

- No sizable in7uence on noise spectra 

  by beam exposure

  ΔMean < 0.01% of MIP ΔRMS < 0.01% of MIP 

- No hit above 1 MIP observed 

  => Upper Limit on rate of faked MIPs: ~7x10
-7
 

Chips placed in shower maximum

of 70-90 GeV elm. showers

Possible EJects: Transient eJects

                           Single event upsets

Comparison: Beam events

                     (Interleaved) Pedestal events

NIM A 654 (2011) 97



Tests of GEANT4 physics lists

1ECFA detector R&D Panel Analysis Results 

AHCAL

ECAL

ECAL

AHCAL

EU
D

ET-M
em

o-2010-15

http://www.eudet.org/e26/e28/e86887/e109012/EUDET-Memo-2010-15.pdf
http://www.eudet.org/e26/e28/e86887/e109012/EUDET-Memo-2010-15.pdf


Tests of Particle Flow
v Ultimate aim is to design 

calorimeter optimised for particle 
flow.

v Test by overlaying charged and 
(fake-)neutral showers from data 
and reconstructing using 
PandoraPFA.

v Check simulation of performance 
as a function of separation 
between showers.

3ECFA detector R&D Panel Analysis Results 

JIN
S
T 6 (2011) P07005

http://iopscience.iop.org/1748-0221/6/07/P07005
http://iopscience.iop.org/1748-0221/6/07/P07005


Software Compensation
v CALICE calorimeters not compensating. 
v But can use granularity to distinguish 

electromagnetic and hadronic energy 
deposits, and weight accordingly.

v Various techniques give similar results.
v Improve resolution by ~20% across 

wide energy range; also slightly 
improve linearity of response. 

2ECFA detector R&D Panel Analysis Results 

C
A
N

-035

https://twiki.cern.ch/twiki/pub/CALICE/CaliceAnalysisNotes/CAN-035.pdf
https://twiki.cern.ch/twiki/pub/CALICE/CaliceAnalysisNotes/CAN-035.pdf


Correction of leakage using AHCAL alone?
v How well can we do using HCAL 

alone?
v Correction based on 

observables sensitive to 
leakage: 
v Shower start point
v Fraction in last 5 layers

v Can achieve improvement in 
both linearity and resolution.

6ECFA detector R&D Panel Analysis Results 

C
A
N

-029

https://twiki.cern.ch/twiki/pub/CALICE/CaliceAnalysisNotes/CAN-029.pdf
https://twiki.cern.ch/twiki/pub/CALICE/CaliceAnalysisNotes/CAN-029.pdf


Digital HCAL

8ECFA detector R&D Panel Analysis Results 

C
A
N

-032

Response and resolution 
Positrons

n.b. effect of saturation

Response and resolution 
Pions

https://twiki.cern.ch/twiki/pub/CALICE/CaliceAnalysisNotes/CAN-032.pdf
https://twiki.cern.ch/twiki/pub/CALICE/CaliceAnalysisNotes/CAN-032.pdf

