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What is APPLgrid?
• APPLgrid is a fully open source package to build a library of utility classes for performing fast 

(N)NLO convolutions with PDFs written in C++

• Can be used for fast cross section production with pre-existing grids 
• Arbitrary renormalisation and factorisation scale variation
• Arbitrary beam-energy rescaling
• Different PDF sets

• Can be used by the user to generate custom grids for different cross sections and processed, using
• NLOjet++ for jet production
• MCFM for Electroweak boson production 
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applgrid.hepforge.org
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applgrid.hepforge.org
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Downloads
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Code
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Prerequisites
• APPLgrid requires some additional packages

• root : ubiquitous histogramming package - used only for grid file storage and cross-section output 
not used for any operations internally.

• hoppet : (optional) QCD evolution  code  used for QCD splitting functions to allow arbitrary 
factorisation scale variation. If you do not want to vary the factorisation scale, hoppet is not 
required

• Links to download both of these can be found from the Downloads page on the APPLgrid web site

• LHAPDF is not required - although the convolution interface uses the LHAPDF convention for the 
PDF evolution and αs routines, and is needed for the examples 
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class appl::grid
• Almost all interaction is via the  appl::grid class

• A grid contains everything it (except the PDF) needed to perform the convolution and can be 
interrogated for any required information
• Number of bins in the observable, 
• Bin limits i nthe observable
• Number of subprocesses
• Lowest order of calculation, loop order of calculation etc

• For each order of the calculation, the grid contains a number of subclasses to store the event 
weights
• For each observable bin from the cross section, it has an array of subclasses - one instance for each 

"subprocess contribution" 
• The actual storage of the weights is in a custom sparse data structure to reduce the memory 

footprint and speed up the convolution
• The class knows which elements are empty and does not store them, nor interogates them if they 

are requested.

• Can also include additional multiplicative corrections
• bin-wise hadronisation corrections, K-factors etc

7
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The rest of the session ...
• Rest of the sessions divided as follows …

• Downloading and installing the applgrid code

• Running a simple convolution example
• Including the multiplicative corrections
• Different PDFs ...

• More involved examples
• Centre-of-mass energy rescaling
• Renormalisation and factorisation scale variation
• Subprocess contributions

• fastNLO interface

• If there is time…
• Generating user grids 

8
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Download and installation
• From the applgrid.hepforge.org or
•wget www.hepforge.org/archive/applgrid/applgrid-1.2.6.tar.gz

•Compile ...
•tar -xzf applgrid-1.2.6.tar.gz
•cd applgrid-1.2.6
•./configure --prefix=/usr/local
•make install

• This builds the 
•libAPPLgrid and libfAPPLgrid libraries - libfAPPLgrid contains a FORTAN interface 
• It also installs the applgrid-config utility …

9

http://www.hepforge.org/archive/applgrid/applgrid-1.2.4.tar.gz
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Simple example code
• Simple example code - example.tgz can be downloaded from the applgrid web pages or 
•wget www.hepforge.org/archive/applgrid/example.tgz
•tar -xzf example.tgz
•cd example
•make

• Contains a simple example…
•stand.cxx

10
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Convolution
• Any convolution with a PDF set requires a PDF routine and a consistent αS routine

• APPLgrid uses the LHAPDF interface standard …

• Any routines that conform to this interface can be used with APPLgrid - user defined function can 
be used for PDF fitting 

• Actual convolution with a particular PDF set is performed by passing the PDF routines to the grid
• More straightforward than requiring a user defined custom class
• Output into a vector …

• Or a root TH1D …

• Different PDFs can be trivially used by passing in the pdf routine for the appropriate PDF
• Limited only by your PDF package

11
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Multiplicative corrections

• Multiplicative corrections (disabled by default) can be enabled by first telling the grid to do so ...  

12
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Centre-of-mass rescaling
• Performs the convolution as if the cross section were at a different centre-of-mass energy

• NB:

• We (unfortunately) scale by 1/scale factor eg to scale from 7 TeV to 2.46 TeV use the scale factor 
7/2.46

13

if the centre-of-mass energy is increased, the cross section might not be reliable since the grid  
might be missing contributions from the phase space outside the phase space with the lower 
centre of mass energy
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• use a "scale factor" for each of the renormalisation and factorisation scales

Renormalisation and factorisation scales
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• methods for the internal subprocess

• Which actuals partons correspond to  
which subprocess depends on physics 
process under study, jets Z0 etc ...
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Subprocess
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gg : F

(0)(x1, x2, Q
2) = G1(x1)G2(x2)

qg : F

(1)(x1, x2, Q
2) = (Q1(x1) + Q̄1(x1)) G2(x2)

gq : F

(2)(x1, x2, Q
2) = G1(x1) (Q2(x2) + Q̄2(x2))

qq

0 : F

(3)(x1, x2, Q
2) = Q1(x1)Q2(x2) + Q̄1(x1)Q̄2(x2)�D(x1, x2)

qq : F

(4)(x1, x2, Q
2) = D(x1, x2)

qq̄ : F

(5)(x1, x2, Q
2) = D̄(x1, x2)

qq̄

0 : F

(6)(x1, x2, Q
2) = Q1(x1)Q̄2(x2) + Q̄1(x1)Q2(x2)� D̄(x1, x2)



• methods for the internal subprocess

• Which actuals partons correspond to  
which subprocess depends on physics 
process under study, jets Z0 etc ...
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Subprocess
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fastNLO interface
• There is an interface for fastNLO version 1 grids to allow centre-of-mass rescaling and arbitrary 

renormalisation and factorisation scale variation
• simple example in fnmain.cxx

• This reads the fastNLO file, and generates the appropriate number of appl::grids which can be 
used as usual  

• The number of differential distributions in the fastNLO scenario, or the number of bins in the cross-
section need not be known in advance.

17
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How to use APPLgrid: FORTRAN interface
• But a FORTRAN interface exists…

• First need to define PDF and αS routines to be called by convolution 

• No user types in FORTRAN 
• Need to identify grid somehow

• Returns an integer grid “id”
• Needed to allow more than one grid
• Full C++ grid interface not available

• Better off using the native C++ interface
• Implement simple C interface for your FORTRAN code - Best of both worlds

18
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Grid generation using MCFM
• To generate grids, users must run an (N)NLO calculation 

• NLOjet++ for jet production
• MCFM for Electroweak physics

• The intricacies of running either of these is far beyond the scope of this presentation, so here will 
concentrate only on the common APPLgrid techniques, with a brief example using MCFM

• One of the ideas with grid generation is to first run a test run to determine the phase space, and then 
do a full run to actually fill the grids, with the grid dimensions optimised from the test run
• Caveat:

• Basics - six stages
• Test run:   i) create the grid,      ii) fill the phase space,          iii) write out
• Full run:   i) read in test grid,    ii) fill with event weights,     iii) write out

• Will discuss each in turn.

19

The optimised grids are determined from the test run, so if breaking the full run into 
several parallel jobs, each must start from an identical copy of the grid from the test run 
to ensure the optimisation is the same so the grids can be combined later.    
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appl::grid() constructor

• Can define the observable bins using either number of bins and limits, a limit C style array, or an 
std::vector

• Specify the number and range of x1 (and x2)  and Q2

• The (physics process dependent) function to determine the PDF independent subprocesses
• The leading order of the process
• The number of loops
• The transform to use for mapping from x to the internal storage variable 

20
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Filling and writing
• Writing the filled grid is essentially trivial ...

• Before writing, when running,  once you have the weights in a C style array, you simply fill the phase 
space routine

• To fill for the full run,  

• Of course, obtaining the weights for each subprocess from the NLO code is far from trivial - code has 
been produced for this and is naturally distinct for MCFM and NLOjet++  
• Customised versions of MCFM and NLOjet++ are available where this is done
• Discussion of the code beyond the scope of this tutorial - for the time being use as a black box

21
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MCFM example: Compilation and execution
• Compilation "should be" straightforward, on the virtual machine the code should already be instralled 

and compiled, but to compile it from scratch you would need
•cd ~/applgrid-full/mcfm-6.0
•./Install
•make install

• This builds the executables in the mcfm-6.0/Bin directory …

• The DAT files are the configuration files, you need to run at least twice (once to determine the phase 
space, once to fill the optimised phase space with actual event weights)
•./mcfm Wpinput.DAT ; ./mcfm Wpinput.DAT 

• It will read in an update the grid.

22
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Output
• The output grid files go into the Bin/output directory

• You can use the same executable stand as the previous examples, since the grids contain everything 
needed for the convolution, but we build another in the Bin directory which compares with a 
reference histogram …
•./standSimple output/grid-30-Wplus_eta3.root

23
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Entries  203943
Mean   -0.0001515
RMS     2.888
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Bin-Info for Observable

• This produces an output file with the fast 
convolution, a reference and a comparison …

• For the use who wants to define their own grids, or 
change the observable binning passed into the 
appl::grid(…) constructors etc, the code is in 
• src/User/gridwrap.cxx 
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Combining output … 
• Reading in a grid, or a number of grids are trivial
• Useful operators are defined to allow easy combination of grids…

24
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Outlook
• Hopefully, this has been a useful introduction to the features of APPLgrid

• Installing and using the code to obtain cross sections is simple and straightforward

• A FORTRAN interface exists, but is only partially featured
•  Use of the FORTRAN interface (and indeed FORTRAN!) is strongly discouraged

• An increasing number of cross sections for LHC (ATLAS) jet and Electroweak data are available 

• Happy cross section generation ...
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