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Event Generator Position
“real life”

Machine⇒ events
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produce
events
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Event Generator
PYTHIA, HERWIG

observe & store events
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ATLAS,CMS,LHC-B,ALICE

Detector Simulation
Geant4, LCG
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MC programs 
General purpose generators: 

    Herwig, Herwig++, Pythia6, Pythia8, Sherpa 

Matrix element generators: 
    NLO generators: MC@NLO, PowHeg  

    LO multi-leg generators: AlpGen, MadGraph 

Minimum bias generators: 

    EPOS 

 



Motivation 
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Electron channels

W+ 0.478 1.0 0.7 0.9 0.8 1.7

W� 0.452 1.5 1.1 0.2 0.8 2.0

W± 0.467 1.0 0.5 0.6 0.8 1.5

Z 0.447 1.7 0.6 0.2 0.7 2.0

Muon channels

W+ 0.495 1.0 0.8 0.6 0.8 1.6

W� 0.470 1.5 1.1 0.3 0.8 2.1

W± 0.485 1.0 0.5 0.4 0.8 1.5

Z 0.487 1.8 0.6 0.2 0.7 2.0

TABLE II. Acceptance values (A) and their relative uncer-
tainties (�A) in percent for W and Z production in electron
and muon channels. The various components of the uncer-
tainty are defined in the text. The total uncertainty (�A

tot

) is
obtained as the quadratic sum of the four parts.

rived as the di↵erence in the acceptances calculated
with PowHeg Monte Carlo, using the CTEQ 6.6
PDF set but di↵erent models for parton shower and
hadronisation descriptions, namely the Herwig or
Pythia programs.

In addition, to compute the total cross section ratios
(see Sec. VIE), the correlation coe�cients between the
full W and Z acceptance uncertainties are used. They
are 0.80 for W± �Z, 0.83 for W� �Z, 0.78 for W+ �Z

and 0.67 for W+ �W

�.
The corrections, and their uncertainties, to extrapolate

the electron and the muon measurements from each lep-
ton fiducial region to the common fiducial region, where
they are combined, are calculated with the same ap-
proach as described for the acceptances. The extrapo-
lations contribute ⇠3% to the W ! µ⌫ and ⇠7% to
the W ! e⌫ cross sections. Similarly, the fiducial mea-
surement of the Z cross section is enhanced by ⇠5% in
the muon channel and by ⇠12% in the electron channel.
The uncertainties on these corrections are found to be on
the 0.1% level. The combined fiducial measurements are
therefore characterised by negligible theoretical uncer-
tainty due to the extrapolation to the unmeasured phase
space.

The di↵erential cross sections for the electron and
the muon channels are also combined after extrapolat-
ing each measurement to the common fiducial kinematic
region. In the case of the W measurements the applied
correction is e↵ective only in the highest ⌘

`

bin and is
about 30% in the muon channel and about 9% in the
electron channel. The extrapolation factors needed to
combine the Z electron and muon measurements, and
their systematic uncertainties, are listed in Tab. III. The
uncertainty is of the order of 0.1% in most of the rapidity
intervals and increases to 1-2% near the boundary of the
measurement fiducial regions.

ymin

Z

ymax

Z

Z ! µµ Central Z ! ee Forward Z ! ee

0.0 0.4 1.000(0) 0.954(1) -

0.4 0.8 1.000(0) 0.903(1) -

0.8 1.2 0.984(1) 0.855(2) -

1.2 1.6 0.849(2) 0.746(3) 0.103(1)

1.6 2.0 0.578(5) 0.512(4) 0.327(3)

2.0 2.4 0.207(5) 0.273(5) 0.590(7)

2.4 2.8 - - 0.797(1)

2.8 3.6 - - 0.404(4)

TABLE III. Central values and absolute uncertainties (in
parenthesis) of extrapolation correction factors from fiducial
regions to full lepton pseudorapidity ⌘ phase space. The fac-
tors are provided in bins of Z boson rapidity for Z ! µµ and
for central and forward Z ! ee measurements.

IV. EVENT SELECTION, EFFICIENCIES AND
BACKGROUND DETERMINATION

A. Electron Channels

a. Event Selection: Events are required to have at
least one primary vertex formed by at least three tracks.
To select W boson events in the electron channel, exactly
one well reconstructed electron is required with E

T

> 20
GeV and |⌘| < 2.47. Electrons in the transition region
between barrel and end-cap calorimeter, 1.37< |⌘| <1.52,
are excluded, as the reconstruction quality is signifi-
cantly reduced compared to the rest of the pseudora-
pidity range. The transverse energy is calculated from
calorimeter and tracker information. The electron is re-
quired to pass “medium” identification criteria [36]. To
reject e�ciently the QCD background, the electron track
must in addition have a hit in the innermost layer of
the tracking system, the “pixel b-layer”. The additional
calorimeter energy deposited in a cone of size �R  0.3
around the electron cluster is required to be small, where
the actual selection is optimised as a function of electron
⌘ and p

T

to have a flat 98% e�ciency in the simulation
for isolated electrons from the decay of a W or Z boson.
The missing transverse energy, Emiss

T

, is determined from
all measured and identified physics objects, as well as re-
maining energy deposits in the calorimeter and tracking
information [57]. It is required to be larger than 25GeV.
Further, the transverse mass, m

T

, has to be larger than
40GeV.
The selection as described is also used for the Z boson

case with the following modifications: instead of one, two
electrons are required to be reconstructed and pass the
“medium” criteria without the additional “pixel b-layer”
and isolation cuts; their charges have to be opposite, and
their invariant mass has to be within the interval 66 to
116GeV.
For the selection of Z events at larger rapidities, a

central electron passing “tight” [36] criteria as well as

MC modeling has significant contribution to the systematic uncertainty  
of  the precision measurements  
 
This talk: MC modeling and constraints from data 

Inclusive W and Z/g* cross section measurement 

arXiv:1109.5141 



Structure of  an event The structure of an event
Warning: schematic only, everything simplified, nothing to scale, . . .
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Incoming beams: parton densities 

Taken from T.Sjoestrand  
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Hard subprocess: described by matrix elements 
W,Z kinematics determined by constituent parton kinematics 
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Resonance decays: correlated with hard subprocess
Resonance decays: correlated with hard subprocess 
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Initial-state radiation: spacelike parton showers

Initial-state radiation: spacelike parton showers 
Radiation influences kinematics of  the incoming partons 
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Final state radition: timelike parton showers 
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Multiple parton–parton interactions . . .

Multiple parton-parton interactions 
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. . . with its initial- and final-state radiation
…with its initial- and final-state radiation 



Beam remnants and other outgoing partonsBeam remnants and other outgoing partons 



Everything is connected by colour confinement strings
Recall! Not to scale: strings are of hadronic widths

Everything is connected by colour confinement strings 
Not to scale: strings are of  hadronic width 



The strings fragment to produce primary hadrons



Many hadrons are unstable and decay further



The structure of an event
Warning: schematic only, everything simplified, nothing to scale, . . .
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Multiple proton-proton 
collisions simultaneously  The structure of an event
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Many hadrons are unstable and decay furtherMany hadrons are unstable and decay further
Many hadrons are unstable and decay further

M
any

hadrons
are

unstable
and

decay
further

These are the particles that hit the detector 
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Outline 
�  MC programs overview 

�  Parton shower models  

�  Hadronisation models 

�  Underlying event models 

�  Minimum bias models for pile-up simulation 



Parton Shower 

ME Generation 

Beam Remnants 

Multi-parton interaction 

Hadronisation 

Particle  decay 

Multi-purpose  
MC generators: 
PYTHIA6, PYTHIA8, 
fHERWIG, HERWIG++, 
(Sherpa) 

NLO Generators:MC@NLO, 
PowHeg, aMC@NLO, .. 
Multileg Generators: 
AlpGen, MadGraph 

Evolution variable: 
Pythia: Q2 (old), pt (new) 
Herwig: angle 

Pythia6, Pythia8,  
HERWIG+JIMMY,HERWIG++ 

Pythia: 
Lund String fragmentation 
Herwig: 
Cluster fragmentation 

Taula, EvtGen 



Standard MC Tunes 
�  Pythia6, pt ordered shower: 

�  S0, Perugia0, Perugia2010, Perugia2011  
�  MC09, AMBT1, AUET2b, AMBT2b ATLAS  
�  Z1, Z2 CMS  

�  Pythia6, Q2 ordered shower: 
�  Tune A, DW, D6T, D6, ProQ2 

�  Pythia8: 
�  C2,c4 (authors tunes) , AM1, AM2 …(ATLAS tunes) 

�  fHerwig: 
�  Tune A1, A2,.. 

�  Herwig++: 
�  UE tunes (default) 

�  Sherpa: tunes are incorporated in the default values that change with the release 

Tune pre-LHC 
Tune with LHC data 



Parton Shower Models  

�  PYTHIA - many modeling options: 
�  PYTHIA6: Q2 shower, pT ordered shower 

�  PYTHIA8: pT ordered shower 

�  Further modeling options within the shower modeling, e.g.  maximal allowed virtuality for emitted parton (wimpy, 
power shower) 

�  Herwig: 

�  C++ version (new) Herwig++, fortran version (old) fHerwig 

�  Both angular ordered, but slight differences in the ordering variable 

�  Sherpa: 

�  Parton shower used with Sherpas ME 

�  Tuneable and/or model parameters: 

�  Shower cut-off  at collinear or soft limit 

�  Alpha_s evaluation scale  

�  Maximal allowed virtuality of  radiated parton for ISR 

 

  

The Common Showering Algorithms
Three main approaches to showering in common use:

Two are based on the standard shower language
of a → bc successive branchings:

q
q

g
g

g

g
g

q

q

HERWIG: Q2 ≈ E2(1 − cos θ) ≈ E2θ2/2
PYTHIA: Q2 = m2 (timelike) or = −m2 (spacelike)

One is based on a picture of dipole emission ab → cde:

qq

qq

g

q

q

g

g

ARIADNE: Q2 = p2
⊥; FSR mainly, ISR is primitive;

there instead LDCMC: sophisticated but complicated

+ successive branchings 



 
 

Final state radiation 
•  LEP e+eàZ->q q  events best to tune FSR since no ISR or MPI 
•  All shower models tuned at LEP, e.g.  jet resolution 
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ratio of distributions is shown in Fig. 6b. Scaling violations
induce a rise of the cross section at small xE and at a de-
crease at large xE with increasing

√
s. The data clearly

exhibit this property, and it is qualitatively reproduced by
the parametrisations; the predictions of the Monte Carlo
models are in better agreement with the data.

4 Jet rates

Jet rates are defined by means of the Durham clustering
algorithm [8] in the following way. For each pair of particles
i and j in an event the metric yij is computed

yij =
2 min(E2

i , E2
j )(1 − cos θij)

E2
vis

,

where Evis is the total visible energy in the event. The pair
of particles with the smallest value of yij is replaced by a
pseudo-particle (cluster). The four-momentum of the clus-
ter is taken to be the sum of the four momenta of particles
i and j, pµ = pµ

i + pµ
j (‘E’ recombination scheme). The

clustering procedure is repeated until all yij values exceed
a given threshold ycut. The number of clusters remaining
at this point is defined to be the number of jets. Alterna-
tively, the procedure is repeated until exactly three clusters
remain. The smallest value of yij in this configuration is
defined as y3. The distribution of y3 is sensitive to the
probability of hard gluon radiation leading to a three-jet
topology. It can therefore be used to determine αs (Sect. 6).

The n-jet rates were measured for n = 1, 2, 3, 4, 5 and
n ≥ 6. Detector correction factors were applied in the same
manner as for the inclusive distributions, but in this case
for each value of the jet resolution parameter ycut. Figure 7
shows the measured jet fractions as a function of ycut at
206 GeV. Good agreement with the Monte Carlo genera-
tor predictions is observed. However, in the region of the
peak of the three-jet fraction the generators, in particular
PYTHIA, lie above the data.

5 Event shapes

The various distributions describing the event shapes are
of interest because (i) most of the variables are predicted
to second order in QCD; and (ii) some resummed calcu-
lations to all orders in αs exist. By fitting the theoretical
predictions to these distributions the value of the strong
coupling constant may be determined. By comparing with
the direct predictions for the various Monte Carlo models,
the validity of each model is tested.

The primary objective is to observe the running of αs

with centre-of-mass energy. For this reason, the analyses at
each energy point have been carried out coherently and cor-
related systematic uncertainties are estimated. The event-
shape variables studied here are defined as follows.
– Thrust T : The thrust [26] axis nT maximises the quan-

tity

T = max
nT

(∑
i |pi · nT |∑

i |pi|

)
,

where the sum extends over all particles in the event.
– Thrust Major Tmajor: The thrust major vector, nMa,

is defined in the same way as the thrust vector, but
with the additional condition that nMa must lie in the
plane perpendicular to nT ,

Tmajor = max
nMa⊥nT

(∑
i |pi · nMa|∑

i |pi|

)
.

– Thrust Minor Tminor: The minor axis is perpendicular
to both the thrust axis and the major axis, nMi =
nT × nMa. The value of thrust minor is given by

Tminor =
∑

i |pi · nMi|∑
i |pi|

.

– OblatenessO: The oblateness is defined as the difference
between thrust major and thrust minor,

O = Tmajor − Tminor .

– Sphericity S: The sphericity is calculated from the
ordered eigenvalues λi=1,2,3 of the quadratic momen-
tum tensor

Mαβ =
∑

i pα
i pβ

i∑
i |pi|2

, α,β = 1, 2, 3 ;

λ1 ≥ λ2 ≥ λ3 , λ1 + λ2 + λ3 = 1 ;

S =
3
2

(λ2 + λ3) .
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Fig. 4. Ratios of the combined data and various predictions over the Resbos prediction for the normalized differential cross section as a function of p Z
T : (a) Fewz predictions

at O(αS) and O(α2
S ); (b) predictions from the generators Pythia, Mc@nlo, Powheg, Alpgen and Sherpa. The Fewz predictions are shown with combined scale, αS , and PDF

uncertainties. The data points are shown with combined statistical and systematic uncertainty. At low p Z
T the O(αS) and O(α2

S ) predictions of Fewz diverge and are omitted.

duced boson and give a good description of the entire measured
spectrum, up to large p Z

T , with χ2/d.o.f. of 31.9/19 and 16.8/19,
respectively. Here, the enhancement of the cross section com-
pared to the O(α2

S ) prediction can be attributed to processes with
large parton multiplicities [52], which correspond to tree-level di-
agrams of higher order in the strong coupling. Sherpa v1.2.3 and
Alpgen v2.13 are used, with the latter being interfaced to Her-
wig v6.510 [16] for parton shower and fragmentation into parti-
cles, and to Jimmy v4.31 [32] to model underlying event contribu-
tions. For Alpgen, the CTEQ6L1 [53] PDF set is employed and the
factorization scale is set to µ2

F = m2
## + ∑

p2
T, where the sum ex-

tends over all associated partons. The Sherpa prediction uses the
CTEQ6.6 PDF set and µ2

F = m2
## + (p Z

T )2.
The predictions of the parton shower event generators Pythia

and Mc@nlo are based on the simulated samples as described
above. Fig. 4b also shows the predictions of Powheg v1.0 [18]
interfaced to a Pythia version with an underlying event tune
to Tevatron and 7 TeV pp collision data [54]. Whereas Mc@nlo
(χ2/d.o.f. = 111.6/19) and Powheg (χ2/d.o.f. = 100.4/19) deviate
from the data at low and high p Z

T , Pythia describes the measure-
ment well over the entire range of boson transverse momentum
(χ2/d.o.f. = 17.9/19).

In summary, the Z/γ ∗ transverse momentum differential dis-
tribution has been measured up to p Z

T = 350 GeV for electron
and muon pairs with invariant masses 66 GeV < m## < 116 GeV
produced in pp collisions at

√
s = 7 TeV based on integrated lumi-

nosities of 35 pb−1 and 40 pb−1, respectively, recorded with the
ATLAS detector. Resbos describes the spectrum well for the en-
tire p Z

T range. At p Z
T > 18 GeV, the central Fewz O(α2

S ) prediction
underestimates the data by about 10%, which is comparable to the
size of the combined experimental and theoretical uncertainty. The
measurement is compared to predictions of various event genera-
tors and a good agreement with Sherpa, Alpgen, and Pythia is
found. Except for the lowest p Z

T values, the measurement is limited
by statistics rather than systematic uncertainties. The systematic
uncertainties are also mostly limited by the size of the data sample
and are expected to improve with increasing integrated luminosity.
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Figure 1: Upper row: Comparisons of the AUET2B (CTEQ6L1) PYTHIA 6 tune (green) and the new
tunes including this measurement with a weight of 5 (red) or 100 (blue) to ATLAS Z p? data. Both the
electron (left) and muon (right) channels are shown. Lower row: the same set of tunes compared to W p?
data at 7 TeV. In all cases the yellow bands in the ratio plots illustrate the data uncertainty.
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Good description of  Z pt with Pythia showers, Sherpa up to high Zpt 
 – problems using NLO generators 

Initial state radiation (1) 
•  only effects hadron colliders (ep, pp, pp) 
•  DY ideal case for ISR model test since it has no FSR 
•  ISR adds pt to the Z: test collinear and soft shower limit at low Zpt 
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n jets data MadGraph Z2 pythia Z2

electron channel

� 0 0.217± 0.004 (stat.)± 0.006 (syst.) 0.228± 0.001 0.216± 0.003

� 1 0.179± 0.010 (stat.)± 0.007 (syst.) 0.179± 0.004 0.267± 0.007

� 2 0.16± 0.03 (stat.)± 0.01 (syst.) 0.183± 0.010 0.281± 0.020

� 3 0.17± 0.08 (stat.)± 0.06 (syst.) 0.19± 0.02 0.33± 0.05

muon channel

� 0 0.223± 0.003 (stat.)± 0.010 (syst.) 0.224± 0.001 0.237± 0.003

� 1 0.175± 0.010 (stat.)± 0.011 (syst.) 0.179± 0.003 0.222± 0.008

� 2 0.18± 0.03 (stat.)± 0.02 (syst.) 0.190± 0.008 0.273± 0.023

� 3 0.22± 0.07 (stat.)± 0.02 (syst.) 0.19± 0.02 0.26± 0.06

Table 8. W charge asymmetry AW in the data and in the MadGraph and pythia (Z2 tune)
simulations for the electron and muon channel. The uncertainties on the simulation values are
statistical only.

plane and are compared with expectations from MadGraph with the Z2 tune for the un-

derlying event description. Generator results are obtained at the particle jet level for events
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FIG. 18. W+jets cross section results as a function of cor-
rected jet multiplicity. The following remarks apply to this
and subsequent figures unless specific comments are provided.
The cross sections are quoted in the kinematic region de-
scribed in Section VF. For the data, the statistical uncer-
tainties are shown with a tick on the vertical bars, and the
combined statistical and systematic uncertainties are shown
with the full error bar. Also shown are predictions from Alp-

gen, Sherpa, Pythia and BlackHat-Sherpa, and the ra-
tio of theoretical predictions to data (Pythia is not shown
in the ratio). The distributions from Sherpa, Pythia, and
Alpgen were normalized to the NNLO total W -boson pro-
duction cross section.

given as a function of corrected jet multiplicity. As
Pythia features LO matrix element accuracy for events
with up to one jet, it does not provide a good description
of the data for jet multiplicities greater than one. The
Alpgen, Pythia, and Sherpa predictions were normal-
ized to the NNLO inclusive W -boson production cross
section. The version of BlackHat-Sherpa used here
provides NLO predictions at parton level for W -boson
production with Njet ≤ 4. No additional normalization
was applied to the BlackHat-Sherpa predictions.

The measured W+jets cross sections and the cross sec-
tion ratios are shown as a function of the corrected jet
multiplicity in Figs. 18 and 19. The cross section is shown
as a function of the pT of the first jet for Njet ≥ 1 to
Njet ≥ 4 events separately in Fig. 20, the second jet for
Njet ≥ 2 to Njet ≥ 4 events separately in Fig. 21, the
third jet for Njet ≥ 3 and Njet ≥ 4 events separately in
Fig. 22, the fourth jet for Njet ≥ 4 events in Fig. 23. The
jets are ordered from the highest to lowest pT. The dif-
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FIG. 19. W+jets cross section ratio results as a function of
corrected jet multiplicity.

ferential cross section as a function of HT is shown for
Njet ≥ 1 to Njet ≥ 4 in Fig. 24. Here HT is defined as a
scalar sum over pT of the lepton, neutrino (Emiss

T ), and
all jets in the event. HT is often used to set the renor-
malization and factorization scales in fixed-order calcula-
tions and is therefore an interesting variable to compare
between data and predictions.
The measured HT distribution for events with one

or more jets is not well described by the BlackHat-

Sherpa prediction. The prediction is calculated inclu-
sively, at NLO, for events with a W boson and one or
more jets: because of the limited order of the calcula-
tion, matrix elements with three or more real emissions
of final-state partons are not included in the calculation.
In contrast, Alpgen, where LO matrix-element terms
with up to five final-state partons are utilized, describes
the data well. The data themselves are, as stated above,
inclusive of all higher jet multiplicities. A modified treat-
ment of BlackHat-Sherpa prediction was introduced,
where higher-order NLO terms with two, three, and four
real emissions were also added to the Njet ≥ 1 distribu-
tion: this is shown in Fig. 25. The higher-order terms
were combined by matching them exclusively in jet mul-
tiplicity by counting parton jets with pT > 30 GeV. The
matching scheme is required to reduce double-counting of
cross sections. This case illustrates the challenges of com-
paring NLO calculations to complex inclusive jet vari-
ables like HT. In Fig. 26 the cross sections are shown as
a function of the invariant mass, m(jets), of the first two,
three, and four jets for events with Njet ≥ 2, Njet ≥ 3,
and Njet ≥ 4, respectively. The invariant mass of the
multijet system is also considered for the renormaliza-
tion and factorization scales in fixed-order pQCD calcu-
lations. Overall, these distributions constitute a set of
tests for factorization and renormalization scales used in

…and hard ISR emissions at high pt end and in additional observed jets 

Current pythia shower implementations are not able to correctly describe the 
hard emissions  
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large superconducting toroids. Jet measurements depend
most heavily on the calorimeters. The electromagnetic
calorimeter is a lead liquid-argon (LAr) detector with an
accordion geometry. Hadron calorimetry is based on two
different detector technologies, with scintillator tiles or
LAr as the active medium, and with either steel, copper,
or tungsten as the absorber material. The pseudorapidity
(!) [8] and " segmentations of the calorimeters are suffi-
ciently fine to ensure that angular resolution uncertainties
are negligible compared to other sources of systematic
uncertainty.

A hardware-based calorimeter jet trigger identified
events of interest; the decision was further refined in soft-
ware [17,18]. Events with at least one jet that satisfied a
minimum transverse energy (ET) requirement were re-
corded for further analysis. The events in each pmax

T range
are selected by a single trigger with a given ET threshold,
and the lower end of the range is chosen above the jet pT at
which that trigger is ! 100% efficient. Three sets of trig-
gered events with different integrated luminosity are con-
sidered: 2:3 pb"1 for 110<pmax

T # 160 GeV, 9:6 pb"1

for 160< pmax
T # 260 GeV, and 36 pb"1 for pmax

T >
260 GeV [2]. Events are also required to have a recon-
structed primary vertex within 15 cm in z of the center of
the detector; each vertex had $ 5 associated tracks. The
inputs to the anti-kt jet algorithm are clusters of calorimeter
cells seeded by cells with energy that is significantly above
the measured noise [7]. Jets reconstructed in the detector,
whether in data or the GEANT4-based simulation [19,20],
are corrected for the effects of hadronic shower response
and detector-material distributions using a pT- and
!-dependent calibration [7] based on the detector simula-
tion and validated with extensive test beam [18] and col-
lision data [21] studies. Jets likely to have arisen from
detector noise or cosmic rays are rejected [22].

The resulting !" distribution is shown in Fig. 1 for jets
with pT > 100 GeV. There are 146 788 events in the data
sample, 85 of which have at least five jets with pT >
100 GeV. Also shown is the PYTHIA sample with MRST
2007 LO% PDF [23] and ATLAS MC09 underlying event
tune [24], processed through the full detector simulation
and normalized to the number of events in the data sample.
Two- and three-jet production primarily populates the
region 2#=3< !"< # while smaller values of !" re-
quire additional activity such as soft radiation or more jets
in an event. Figure 1 illustrates that the decorrelation
increases when a third high-pT jet is also required.
Events with additional high-pT jets widen the overall
distribution.

The measured differential !" distributions in data are
corrected in a single step with a bin-by-bin unfolding
method [7] to compensate for trigger and detector ineffi-
ciencies and the effects of finite experimental resolutions.
These correction factors, evaluated using the PYTHIA

sample, lie within &9% of unity. The leading sources of

systematic uncertainty on the normalized cross section are
the jet energy scale calibration (2%–17%) [7], the bin-by-
bin unfolding method (1%–19%), and the jet energy and
position resolutions (0:5%–5%). The ranges in parentheses
represent the magnitude of the uncertainties near # and
#=2, respectively, and correspond to the analysis region
with the smallest statistical uncertainty (160<pmax

T #
210 GeV). Multiple pp interactions in the same beam
crossing that can increase the measured jet energy are
included in the evaluation of the jet energy scale uncer-
tainties (< 0:8% on the cross section for all analysis
regions).
The normalized differential cross section is shown for

each of the nine pmax
T analysis regions as a function of !"

in Fig. 2. As pmax
T increases, and the probability for the

emission of a hard third jet is reduced, the fraction of
events near # becomes larger. Overlaid on the data are
the results from a NLO pQCD ½Oð$4

sÞ* calculation,
NLOJETþþ [10] with FASTNLO [25] and using the MSTW
2008 PDF [9]. The factorization and renormalization
scales are set to pmax

T and are varied independently up
and down by a factor of 2 to determine the scale uncer-
tainties. The scale uncertainties are larger between #=2<
!"< 2#=3 where the pQCD calculation is effectively
leading order in four-parton production. The PDF uncer-
tainties are treated as the envelope of the 68% C.L. un-
certainties from MSTW 2008 [9], NNPDF 2.0 [26], and
CTEQ 10 [27], and are combined with the uncertainties
resulting from an $s variation of &0:004; the $s contribu-
tions dominate. The calculation is corrected for nonpertur-
bative effects due to hadronization and the underlying
event [28]; the correction is smaller than 3%. The fixed-
order calculation fails near !" ! # where soft processes
dominate and contributions from logarithmic terms are
enhanced. Figure 3 displays the ratio of the cross section
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Δφdijet

Fig. 4.1.38: A sketch of the angle ∆φ dijet in dijet events with an increasing amount of additional radiation outside the dijet

system.

single observable. The QCD predictions for the different contributions are determined as follows:

• hard perturbative processes
Hard emissions which produce additional jets have been computed in pQCD in fixed order of
the strong coupling constant αs up to next-to-leading order (O(α4

s)) for the differential ∆φ dijet

distribution [100, 99].
• soft perturbative processes
Fixed-order calculations fail in phase space regions which are dominated by soft multi-parton
emissions. In these regions contributions from logarithmic terms are enhanced and need to be
resummed to all orders of αs. Methods for the automated resummation of certain classes of ob-
servables in hadron-hadron collisions have recently become available [109, 35]. The ∆φ dijet dis-
tribution is, however, not a “global” observable 6 (as defined in [35]). Therefore these automated
resummation methods can not be applied.
An alternative description of multi-parton emissions is given in parton cascade models (parton
shower or dipole cascade). These are implemented in Monte Carlo event generators like PYTHIA
or HERWIG [80], where they are matched to the Born-level matrix elements.

• non-perturbative processes
Processes like hadronization and activity related to the beam remnants (“underlying event”) can
not be computed from first principles. Phenomenological models for these processes, matched to
the parton cascade models, are used in the Monte Carlo event generators.

Distributions of ∆φ dijet in Data and Monte Carlo

The experimental observable has been defined as the differential dijet cross section in ∆φ dijet, normal-
ized by the dijet cross section integrated over∆φ dijet in the same phase space: (1/σdijet) (dσdijet/d∆φ) [108].
In this ratio theoretical and experimental uncertainties are reduced. Jets have been defined using an itera-
tive seed-based cone algorithm (including mid-points) [110] with radius Rcone = 0.7 at parton, particle,
and experimental levels. Four analysis regions have been defined based on the jet with largest pT in an
event (pmax

T ). The second leading-pT jet in each event is required to have pT > 40 GeV and both jets
have central rapidities with |y| < 0.5.

6An observable is called “global” when it is sensitive to all particles in the event. The∆φ dijet distribution is, however, not
sensitive to the particles inside the jets.
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with respect to the NLO calculation. In most regions, the
theory is consistent with the data. However, the prediction
in the range 110<pmax

T < 160 GeV is relatively low in the
central region of !! where the scale uncertainties are
small.

The data are also compared with predictions [29] from
SHERPA, PYTHIA, and HERWIG in Fig. 4. The leading-
logarithmic approximations used in these event generators’
parton-shower models effectively regularize the diver-
gence at !! ! "; all three provide a good description
of the data in this region. In the region"=2<!!< 5"=6,
where multijet contributions are significant, this observ-
able distinguishes between the three generators. SHERPA,
which explicitly includes higher-order tree-level diagrams,
performs well in most !! and pmax

T regions. Having
phenomenological parameters that have been adjusted to
previous ATLAS measurements, PYTHIA [28] and HERWIG

[24] also describe the data.
In summary, we present a measurement of dijet azimu-

thal decorrelations in events produced in pp collisions atffiffiffi
s

p ¼ 7 TeV. The normalized differential cross sections

are based on the full data set (
R
Ldt ¼ 36 pb"1) collected

by the ATLAS Collaboration during the 2010 run of the
LHC. Expectations from NLO pQCD [Oð#4

sÞ] and those of
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Azimuthal decorrelations between the two central jets with the largest transverse momenta are sensitive

to the dynamics of events with multiple jets. We present a measurement of the normalized differential

cross section based on the full data set (
R
Ldt ¼ 36 pb"1) acquired by the ATLAS detector during the

2010
ffiffiffi
s

p ¼ 7 TeV proton-proton run of the LHC. The measured distributions include jets with transverse

momenta up to 1.3 TeV, probing perturbative QCD in a high-energy regime.

DOI: 10.1103/PhysRevLett.106.172002 PACS numbers: 13.85.Ni, 12.38.Bx, 12.38.Qk, 13.87.Ce

The production of events containing high transverse-
momentum (pT) jets is a key signature of quantum chro-
modynamic (QCD) interactions between partons in pp
collisions at large center-of-mass energies (

ffiffiffi
s

p
). The Large

Hadron Collider (LHC) opens a window into the dynamics
of interactions with high-pT jets in a new energy regime offfiffiffi
s

p ¼ 7 TeV. QCD predicts the decorrelation in the azimu-
thal angle between the two most energetic jets, !!, as a
function of the number of partons produced. Events with
only two high-pT jets have small azimuthal decorrelations,
!!# ", while!! $ " is evidence of events with several
high-pT jets. QCD also describes the evolution of the shape
of the !! distribution, which narrows with increasing
leading jet pT . Distributions in !! therefore test perturba-
tive QCD (pQCD) calculations for multiple jet production
without requiring the measurement of additional jets.
Furthermore, a detailed understanding of events with large
azimuthal decorrelations is important to searches for new
physical phenomena with dijet signatures, such as super-
symmetric extensions to the standard model [1].

In this Letter, we present a measurement of dijet azimu-
thal decorrelations with jet pT up to 1.3 TeV as measured
by the ATLAS detector, beyond the reach of previous
colliders. The differential cross section ð1=#Þðd#=d!!Þ
is based upon an integrated luminosity

R
Ldt ¼

ð36' 4Þ pb"1 [2]. The !! distribution is normalized by
the inclusive dijet cross section #, integrated over the same
phase space. This construction minimizes experimental
and theoretical uncertainties. Previous measurements of
!! from the D0 [3] and CMS [4] Collaborations are
extended here to higher jet pT values.

Jets are reconstructed using the anti-kt algorithm [5]
(implemented with FASTJET [6]) with radius R ¼ 0:6, and
the jet four-momenta are constructed from a sum over its
constituents, treating each as an ðE; ~pÞ four-vector with

zero mass. The anti-kt algorithm is well motivated since it
is infrared safe to all orders, produces geometrically well-
defined conelike jets, and is used for pQCD calculations
(from partons), event generators (from stable particles),
and the detector (from energy clusters [7]). The azimuthal
decorrelation !! is defined as the absolute value of the
difference in azimuthal angle between the jet with
the highest pT in each event, pmax

T , and the jet with the
second-highest pT in the event. There are nine analysis
regions in pmax

T , where the lowest region is bounded by
pmax
T > 110 GeV and the highest region requires pmax

T >
800 GeV [7]. Only jets with pT > 100 GeV and jyj< 2:8,
where y is the jet rapidity [8], are considered. The two
leading jets that define!! are required to satisfy jyj< 0:8,
restricting the measurement to a central y region where the
momentum fractions (x) of the interacting partons are
roughly equal and the experimental acceptance for multijet
production is increased. In this region where 0:02 & x &
0:14, the parton distribution function (PDF) uncertainties
are typically '3% (at fixed factorization scale) [9]. The
cross sections, measured over the range "=2 ( !! ( "
and normalized independently for each analysis region, are
compared with expectations from a pQCD calculation [10]
that is next-to-leading order (NLO) in three-parton produc-
tion. The perturbative prediction for the cross section is
Oð$4

sÞ, where $s is the strong coupling constant.
The angular decorrelation is sensitive to multijet con-

figurations such as those produced by event generators like
SHERPA [11], which matches higher-order tree-level pQCD
diagrams with a dipole parton-shower model [12]. Samples
for 2 ! 2" 6 jet production are combined using an im-
proved parton matching scheme [13]. Event generators
such as PYTHIA [14] and HERWIG [15] use 2 ! 2 leading
order pQCD matrix elements matched with phenomeno-
logical parton-cascade models to simulate higher-order
QCD effects. Such models have been successful at repro-
ducing other QCD processes measured by the ATLAS
Collaboration [7,16].
The ATLAS detector [17,18] consists of an inner track-

ing system surrounded by a thin superconducting solenoid
providing a 2 T magnetic field, electromagnetic and
hadronic calorimeters, and a muon spectrometer based on

*Full author list given at the end of the article.
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Pythia6, Herwig++ describe data very well,  
Sherpa, Madgraph less good at small angles 
Pythia8 needs tuning… 



FSR off  ISR partons 
�  ISR partons shower and produce jets  

�  Jet shapes are driven by FSR 

�  FSR off  ISR could theoretically be different in pp 
collisions from LEP  
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Figure 1: The measured differential jet shape, ρ(r), in inclusive jet production for jets with |y|< 2.8 and 30 GeV<
pT < 110 GeV is shown in different pT regions. Error bars indicate the statistical and systematic uncertainties
added in quadrature. The predictions of PYTHIA-Perugia2011 (solid lines), PYTHIA-AUET2 (dotted lines),
PYTHIA-AMBT1 (dashed lines), and Pythia 8-4C (dashed-dotted lines) are shown for comparison.
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FIG. 1: The measured differential jet shape, ρ(r), in inclusive jet production for jets with |y| < 2.8 and 30 GeV < pT < 110 GeV
is shown in different pT regions. Error bars indicate the statistical and systematic uncertainties added in quadrature. The
predictions of PYTHIA-Perugia2010 (solid lines), HERWIG++ (dashed lines), ALPGEN interfaced with HERWIG and JIMMY
(dotted lines), and PYTHIA-MC09 (dashed-dotted lines) are shown for comparison.

Jet Shapes
� Jet shapes probe the transition 

between hard pQCD and soft 
gluon radiation

� Sensitive to the quark/gluon jet 
mixture

� Test of parton shower event 
generators at non-perturbative
levels  

� Useful for jet algorithm 
development and tuning 
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Figure 6. Charged-particle multiplicities as a function of the pseudorapidity for
events with nch > 2, pT > 100 MeV (a, b) and nch > 6, pT > 500 MeV (c, d) and
|⌘| < 2.5 at

p
s = 0.9 TeV (a, c) and

p
s = 7 TeV (b, d). The dots represent the

data and the curves the predictions from different MC models. The vertical bars
represent the statistical uncertainties, while the shaded areas show statistical and
systematic uncertainties added in quadrature. The bottom insets show the ratio of
the MC to the data. The values of the ratio histograms refer to the bin centroids.
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Figure 10. Charged-particle multiplicity distributions for events with nch>2,
pT > 100 MeV (a, b) and nch > 6, pT > 500 MeV (c, d) and |⌘| < 2.5 atp

s = 0.9 TeV (a, c) and
p

s = 7 TeV (b, d). The dots represent the data and the
curves the predictions from different MC models. The vertical bars represent the
statistical uncertainties, while the shaded areas show statistical and systematic
uncertainties added in quadrature. The bottom insets show the ratio of the MC to
the data. The values of the ratio histograms refer to the bin centroids.
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Figure 11. Average transverse momentum as a function of the number of charged
particles in the event for events with nch > 1, pT > 500 MeV and |⌘| < 2.5 atp

s = 0.9 TeV (a) and
p

s = 7 TeV (b). The dots represent the data and the
curves the predictions from different MC models. The vertical bars represent the
statistical uncertainties, while the shaded areas show statistical and systematic
uncertainties added in quadrature. The bottom insets show the ratio of the MC to
the data. The values of the ratio histograms refer to the bin centroids.

charged multiplicity at
p

s = 2.36 TeV is not shown because different track reconstruction
methods are used for determining the pT and multiplicity distributions, as discussed in
section 4.3.2. Figure 11 shows the results for events with nch > 1, pT > 500 MeV and |⌘| < 2.5.
At 900 GeV the slope versus nch for high values of nch seems to be well described by most
models but the absolute value is best modelled by pythia6 DW. At the highest centre-of-mass
energy above 20 particles the models vary widely both in slope and in absolute value; at low
values of nch none of the models describe the data very well. In the more inclusive phase-space
region, figures 12(a) and (b), the models vary widely, especially at high

p
s.

9.5. dnch / d⌘ at ⌘ = 0

The mean number of charged particles in the central region is computed by averaging over
|⌘| < 0.2. The values for all three phase-space regions and all energies available are shown
in figure 13 and in table 6. The result quoted at

p
s = 2.36 TeV is the value obtained using

the Pixel track method. The phase-space region with the largest minimum pT and the highest
minimum multiplicity (pT > 500 MeV; nch > 6), which is the region with the least amount of
diffraction, is the one where the models vary the least and the energy extrapolations of most
models agree best with the data. However, in this region the energy extrapolations of pythia6
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Figure 8. Charged-particle multiplicities as a function of the transverse
momentum for events with nch > 2, pT > 100 MeV (a, b) and nch > 6, pT >
500 MeV (c, d) and |⌘| < 2.5 at

p
s = 0.9 TeV (a, c) and

p
s = 7 TeV (b, d). The

dots represent the data and the curves the predictions from different MC models.
The vertical bars represent the statistical uncertainties, while the shaded areas
show statistical and systematic uncertainties added in quadrature. The bottom
insets show the ratio of the MC to the data. The values of the ratio histograms
refer to the bin centroids.
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•  First papers with data from LHC (ALICE, CMS, 
ATLAS) 

•  MPI is implemented as simultaneous parton-
parton scattering via t-channel gluon exchange 

•  Rate of  MPI modeled via impact parameters 
     (geometrical overlap of  colliding protons) 
•  Tuning with first LHC data of  geometrical 

distribution and low pt cut-off   
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hard scattering predictions of Herwig 5.9, Isajet 7.32, and Pythia 6.115 (default 
parameters with PT(hard)>3 GeV/c). 

! Only charged particles with |ηηηη| < 1 and PT > 0.5 GeV are included and the QCD Monte-
Carlo predictions have been corrected for efficiency.

Pythia 6.115

Herwig 5.9

Isajet 7.32
Charged Jet #1

Direction

ΔφΔφΔφΔφ

“Toward”

“Transverse” “Transverse”

“Away”

"Transverse" Nchg versus PT(charged jet#1)

0

1

2

3

4

5

0 5 10 15 20 25 30 35 40 45 50

PT(charged jet#1)  (GeV/c)

"T
ra

ns
ve

rs
e"

 <
N

ch
g>

 in
 1

 G
eV

/c
 b

in

Herwig Isajet Pythia 6.115 CDF Min-Bias CDF JET20

1.8 TeV |ηηηη|<1.0 PT>0.5 GeV 

CDF Preliminary
data uncorrected
theory corrected J

H
E
P
0
9
(
2
0
1
1
)
1
0
9

 [GeV/c]
T

Leading track-jet p
0 20 40 60 80 100

>
ch

) <
N

fD(D hD
1 

/  

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Data, 7 TeV
Data, 0.9 TeV
PYTHIA-6 Z1, 7 TeV
PYTHIA-6 Z1, 0.9 TeV
PYTHIA-8 4C, 7 TeV
PYTHIA-8 4C, 0.9 TeV

charged particles
)°| < 120fD < |°| < 2, 60h > 0.5 GeV/c, |

T
(p

CMS

 [GeV/c]
T

Leading track-jet p
0 20 40 60 80 100

> 
[G

eV
/c

]
TpS

)  
<

fD(D hD
1 

/ 

0

0.5

1

1.5

2

2.5

Data, 7 TeV
Data, 0.9 TeV
PYTHIA-6 Z1, 7 TeV
PYTHIA-6 Z1, 0.9 TeV
PYTHIA-8 4C, 7 TeV
PYTHIA-8 4C, 0.9 TeV

charged particles
)°| < 120fD < |°| < 2, 60h > 0.5 GeV/c, |

T
(p

CMS

 [GeV/c]
T

Leading track-jet p
0 5 10 15 20 25

0.
9 

Te
V

>
ch

 / 
 <

N
7 

Te
V

>
ch

<N

0

0.5

1

1.5

2

2.5

3

3.5
Data
PYTHIA-6 Z1
PYTHIA-8 4C
PYTHIA-6 D6T

charged particles
)°| < 120fD < |°| < 2, 60h > 0.5 GeV/c, |

T
(p

CMS

 [GeV/c]
T

Leading track-jet p
0 5 10 15 20 25

0.
9 

Te
V

>
TpS

 / 
<

7T
eV

>
TpS<

0

0.5

1

1.5

2

2.5

3

3.5

4
Data
PYTHIA-6 Z1
PYTHIA-8 4C
PYTHIA-6 D6T

charged particles
)°| < 120fD < |°| < 2, 60h > 0.5 GeV/c, |

T
(p

CMS

Figure 5. Fully corrected measurements of charged particles with pT > 0.5 GeV/c and |⌘| < 2 in
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s = 7TeV; (lower row) ratio of the average values at 7 TeV
to the average values at 0.9 TeV. Predictions of three pythia tunes are compared to the data.
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Figure 6. For charged particles with pT > 0.5 GeV/c and |⌘| < 2 in the transverse region,
60� < |��| < 120�, (left) normalized multiplicity distributions; (centre) normalized scalar

P
pT

distributions; (right) pT spectra, at
p

s = 7 TeV and at
p

s = 0.9 TeV. Events with leading track-
jet pT >3 GeV/c are selected. Predictions from tune Z1 are compared to the data.

leading track-jet pT > 3 GeV/c. The same unfolding methodology as for figure 3 (upper
row) was applied at

p
s = 0.9 TeV.

– 10 –

•  MPI the same as in minimum bias events 
•  For measurement need to remove particle production of  the hard scatter  
    event -> geometrical cuts 

•  Good description reached when tuned to UE data…. 
•  … but discrepancies to MPI modeling tuned to min bias data 
•  At Tevatron consistent picture possible 
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Figure 1: Comparison of the b quark fragmentation function; (a): as function of the ratio of the
energy of the primary B hadron to the beam energy, (b): as function of the ratio of the energy of the
weakly decaying B hadron to the beam energy for the MC09 tune (red, solid line), the MC08 tune
(blue, dashed line), and the PerugiaX tune with the fragmentation from the PROFESSOR tune (dark
green, dashed dotted line). The data points correspond to the DELPHI measurement from [19].
The data were not used in the MC09 tune.

3.2 Tuning Procedure for the Underlying Event

The parameters described above were tuned in an iterative procedure to published Tevatron data sets.
In this procedure, the parameters were varied one at a time, the parameter that had most impact on the
observables under study was identified and set to a new value. This procedure was repeated until a
satisfactory result was found through visual comparisons.

As a starting point, the parameters were set to the values of MC08 except for the new fragmentation
model and the colour reconnection.

This tuning procedure obviously retains a certain level of subjective interpretation of parameter changes
and data sets. However, in this procedure it becomes very clear which parameters have most impact on
the observables.

3.2.1 Data sets and observables used for tuning

For the tuning, the leading jet analysis by the CDF collaboration [6], as described in Sec. 2.1 and the
measurement of the charged particle multiplicity in minimum bias events at 1.8TeV [8] (see Sec. 2.2)
were used to determine the cut-off scale. The charged particle multiplicity measured in minimum bias
events at 630GeV [8] was used to for the first time in ATLAS to determine the energy extrapolation
exponent of the cut-off scale.

The “MIN-MAX” analysis by the CDF collaboration [7] was not used to derive the MC09 tune. At the
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EPOS Collective effectsMPI Strings Remnants

EPOS LHC

Effective flow treatment

EPOS :Gribov-Regge based model (with modeling alternatives for  
All components) describes min.bias data very well (best?) 
 
Used for pile-up simulations and soft QCD modeling 

Pile-Up:  Minimum bias modeling 



References 
�  MC lecture by T.Sjoestrand:  

     http://indico.cern.ch/conferenceDisplay.py?confId=a042790 

�  Many data-mc comparisons with different MC programs and tunes 

    http://mcplots.cern.ch/ 



Summary 
�  Many MC generators exist with various quality of   

describing  

 

 



Models to be tuned for LHC 
�  Multi-parton interaction (MPI) 

�  Color reconnection 

�  Initial state radiation (ISR) 

�  Intrinic kt 

�  Final state radiation off  ISR partons    

Soft QCD: min.bias+ 
Underlying event 

Jet multiplicities and  
angular correlations,Wpt,Zpt 
 Wpt,Zpt 
 
Jet shapes 


