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Global Effort 2> Global Success

Results today only possible due to
extraordinary performance of
accelerators — experiments — Grid computing

Observation of a new particle consistent with
a Higgs Boson (but which one...?)

Historic Milestone but only the beginning

Global Implications for the future CiEwa/

R-D Heuer NS



=
:" s
| = ==

“‘ . I - N ‘ .

‘ r\ S Electromagnetic calorimeter

)
[ ,
-

e

L w&

L gl NS,
I sk ns SiRelE il

—

\ ,
i
l

gl L 2
PR b

5
"-.‘:-'d::!:‘é:-é\"!\‘ \-\ \ \

i \_E){.)_.’

g - ST >,fr\,\\\\ '_; \
ed:0: @Qﬁ ionstines . per=second:

L




The LHC Computing Challenge

e A
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Signal/Noise: 10713 (107 offline)
Data volume

* High rate * large number of
channels * 4 experiments

Events/500 MeV for 100 fb-

..........

Compute power _ _
High Level-1 Trigger

* Event complexity * Nb. events * AL BFiz) el o Sharinsls
thousands users ?;gots OBaGf:)(?tV\/ISi;ith
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Worldwide analysis & funding

* Computing funding locally in major High Da:x;c;h;:::)

regions & countries | .
e Efficient analysis
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Trigger and data acquisiﬁon

Event filter computer farm

Rl REE
Bl Bl
Bk Bk

 —

une 2009 UUPIRCIREIEY | FERPREEMCEREERERH

&)



_!T.I-CG Tier O at CERN: Acquisition, First pass reconstrucﬁ%%'}'[l;r
Storage & Distribution epartment

CERN Computer Centre
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LHCb ~ 50 MB/sec | T M=
ATLAS ~ 320 MB/sec -

“'4

| 2011: 4-6 GB/sec
../ b

AR LSS ALICE ~ 100 MB/sec
1.25 GB/sec (ions)
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A distributed computing Tier-2 Centres
infrastructure to provide the > 190

production and analysis Tier-1 Centres
environments for the LHC oo g e

_ Gl'Iqu
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experiments

Managed and operated by a
worldwide collaboration
between the experiments and
the participating computer
centres

BNL !' "=

;l >

TRIUMF
INFN - CNAF s, Conetta
2odoga llaly

e The resources are distributed
for funding and sociological

reasons

* Our task was to make use of Tier-0 (CERN): Tier-2 (~130 centres):
the resources available to us — » Data recording » Simulation
no matter where they are « Initial data reconstruction * End-user analysis
located « Data distribution

Tier-1 (11 centres):
*Permanent storage
*Re-processing
*Analysis

lan Bird, CERN 8

% wWLCGG
B Worldwide LHC Computing Grid



CPU delivered - January 2011

CPU - around the Tiers

W CERN
’ w BNL
| CNAF

* The grid really works

NL LHC/Tier-1

- * All sites, large and small can

| FNAL .
| CC-IN2P3 COntrIbUte
ASGC . . .
" — And their contributions are
NDGF needed!
v TRIUMF
Tier 2
Tier 2 CPU delivered by country - January 2011 . sa UK
France & Germany
“ ltaly Russian Federation
& Spain i Canada
Poland i Switzerland
Slovenia Czech Republic
China & Portugal
[D g Japan Sweden
2 Israel Romania
U %;:- \é Belgium Austria
g Hungary Taipei
.J 5 Australia Republic of Korea
o8}
g Norway Turkey
§ Ukraine Finland

India Pakistan
Estonia Brazil
Greece
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Evolution of capacity: CERN & WLCG

CERN Computing Capacity

2013/14: modest increases to process
“parked data”
CERN 2015 = budget limited ?
- experiments will push trigger rates
- flat budgets give ~20%/year growth

2005 2006 2007 2008 2009 2010 2011 2012 2013

200
180

WLCG CPU Growth WLCG Disk Growth

160

Tier2 140 Tier2
W Tierl 120
CERN
> [
2008 2009 ‘2010 2017 2012 2013| 2008 2010 2011 2012 2013

What we thought was What we actually
needed at LHC start used at LHC start!



Original Computing model

e a

CERN/outside resource ratio ~1:2 |

Tier 0/(} Tier 1)/(} Tier 2) ~1:1:1
p. A

Online system

~100-1500 MB s~

: CERN center
Tier0 + 1 Petabytes of disk
Tape robot

~25-10GBs™!

e e e

2.5-10GBs™

Tier 1

~25-10GB s’
2 Physics
- data cache
| — @D > <>
e
8 1
8 0.1-10GB s
=
$ Tier 4 .99\
=
Work stations
l#! lan.Bira@ecern.cn 11



LHCOPN

2G ASnet

1G Canarie-Surinet
E—

1G Canarie-ESnet

TW-ASGC

kﬂﬂﬂ

117.103.96.0/20
140.109.98.0/24
140.109.102.0/24

I

109.105.124.0/22
193.10.1220/23
193.10.124.0/24

130.246.178.0123
130.246.152.240/28

202169168022

NDGF

10G Nordunet-Surfnet

CA-TRIUMF US-T1-BNL US-FNAL-CMS
!536391 !543 AS 3152
206.12.1.024 130.199.185.0124 1312252024
206.12.96428 130.199.48023 131.225.160.0124
130.199.540/24 131.225.184.0122
1921215024 131.225.188.0122
1312252040122

10G Renater

10G Nordunet-Geant

NL-T1

!5!126

145.100.32.0/22
145.100.17.0/28
AS1104
194.171.96.128/25 7

10G Surfnet-DFN

192.108.45.0/24
192.108.46.0/23

Lit Fibre
10 Gbps
2.5 Gbps
1 Gops
310 Mbps
155 Mbps

connect e communicate e collaborate

T

1G local intercony
1G USLHCnet-E :
S T()T1 and T1-T1 traffic I = Aice [J=Atas
e T1-T1 traffic only =CMS =LHCb
= = @ Notdeployed yet |/ = intemet backup available
B (thick) >=10Gbps p2p prefic 192.16.166.0/24

s (thin) <10Gbps

Worldwide LHC Computing

exdoardo mareli cem.ch 201009

— OPN, GEANT, US-LHCNet
— NRENs & other national

& international provi

der

lan Bird, Cl
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Data Placement

Experiment
Workflow

User Job

14

l \O = selecting data for placement on disk l

™2

Placement
Layer:
exp. push,
more reliable?

Archive
Layer:
dependable
site




Placement and Federation

—>¢— = redirect if unavailable
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Federation
Layer:
opportunistic
(opt. cached),
end user pull

= Managed Transfer
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Placement
Layer

protocol is the
federation protocol !

Note: the client
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CERN : Model change from HSM to CERN|T

Department

. more loosely coupled Data Tiers

:

> Tier Model

random + seq. RW access WX Latency Disk Storage
(POSIX like)

WER dataset max. spread over pool
) 4
’

transparent
file access

automatic
file movements . .
Medium Latency Disk Storage High Latency Tape Storage

ARCHIVE POOL TAPE POOL

HSM Model

CASTOR2

common access

‘..---Il...l..........---..--- l"~.

sequential read & write-once

sequential read & write-once
(getContainer,putContainer)

(getFile,putFile)

dataset co-located dataset co-located

CERN IT Department
CH-1211 Geneéve 23
Switzerland

www.cern.ch/it
16



CERNlT

Department

* Project start: April 2010

» |nitial focus: user analysis at CERN

—many individual users with “chaotic” work patterns

—many small output files, large shared read-only input files
* often only partial file access
* many file seeks over “uninteresting” input events or branches

» Using xroot as client server framework

—with an in-memory name space (no DB)

—avallability via file-level replication (configurable)

* reduce operational effort at large volume scale
Pessimistic calculation assuming | MB file size

i |-

10° - 10%° 1015 =106
Billions Millions Petabytes

-10° 17 _ 1018
102 - 10 101 — 1012 10%-10 107 -10

100 Million+ Exabytes
10! =103 101! - 1012 10% -10° 1017 - 1018 y

100 Million+ Exabytes /e

CERN IT Department
CH-1211 Genéve 23
Switzerland

www.cern.ch/it



Department

)S 3§ EOS Deployment Status Today =T

RaW Space Sk Harddisks 1.3k

Bl ATLAS l CMS M ALICE M ATLAS M CMS W ALICE

LHCB
30 PB - | 5000
2 |252'ng8 : 11250
8.8
/.5 PB 7500
1.3 o PB 3750
Used Space 4.1 PB Stored Replicas 77 Mio.
B ATLAS l CMS M ALICE . GT_"IE:AéS B CMS W ALICE
i |5 PB 80 Mio.
ISN 11.25PB :
Bu JN 75 PB
3.75 PB
ATLAS )
e ALCE Untitled | o PB

ALL

CJATLAS L O5

oA Bews.
, £EOS
CERN IT Department ; B CMS-
CH-1211 Genéve 23 Installation for LHCDb CASTOR
- 2011407 2013-112012-03 . 2011-08 2012-02
.cern.ch/it
www.cern.ch/I 2011-05 2011-09 2012-01 still under test 201105 201111




Wigner Data Centre, Budapest 1]

Department

- + New facility due to be
ready at the end of 201
A ,}

CERN IT Department
CH-1211 Genéve 23
Switzerland

www.cern.ch/



o o4 Cloud Storage - Semantics and  cernjT
| ‘ PrOtOCOI Department

. Simple Storage Service (Amazon S3)

— “just” a storage service
* in contrast to eg Hadoop, which comes with a distributed computation

model exploiting data locality
—uses a language independent REST API
* http(s) for transport

* Provide additional scalability by
—focussing on a defined subset of posix functionality

— partitioning of namespace into independent buckets

» S3 protocol alone can not provide scalability
—eg if added on top of a traditional storage system

— Scalability gains need to be proven for each S3
CH-1211 Genéve 23 . .
Shzeriand implementation Y
N

www.cern.ch/it
20
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Wi / . CERN
yof Potential Interest for WLCG !)-(Ie-partment

y ¢ 8
Y N
l 7y W /
3 P i
W

S3 Protocol could be a standard interface
for access, placement or federation of

physics data

* Allowing to provide (or buy) storage services
without change to user application

—large sites may provide private clouds storage
on acquired hardware

—smaller sites may buy S3 or rent capacity on
demand

-« First Steps
s p S —successful deployment at one site (eg CERN)
h\. —demonstrate data distribution across sites (S3
implementations) according to experiment
e 1 Cofnoutina mode)ls > P Y



Component Layering in current SEs

User Protocol Layer

local & WAN efficiency,
federation support, identity
& role mapping

Y ) S

sequential
random client I/O p-2-p put / DM Admin
u get w

Catalogue &
Meta Data

Cluster Layer
scaling for large
numbers of
concurrent clients

Clustering &
Scheduling

e e e m (e ————— - Pl&-\l’-’-ﬁ.".’

' {reliable} Media | } {reliable} Media | ! {reliable} Media |

Raw Media Raw Media Raw Media

Media Layer
Stable manageable storage,
scaling in volume per $
(including ops effort)

22

DPM

(RAIDed) disk
servers




integrate
cloud
market

Cloud Storage

need to
prove S3
TCO gains

......... e L I I

23

buy or build
and

integrate via

standard

Cloud Storage

S3 alone
functionally
sufficient?

Potential Future Scenarios




CERNIT

Department

OpenStack/Swift and Huawei reach similar (10-20% less) performance

as EOS
— for full file access for small to moderate number of clients (O(100))

Analysis type access using the ROOT S3 plugin
— naive use (no TTreeCache) of both S3 implementations shows significant

overhead
— with enabled cache and vector read this overhead is removed

S3fs (= fuse mounted S3 storage) almost reaches the same
performance for jobs accessing 10-100% of a file

— assuming that local cache space (/tmp) is available

* Authentication and authorisation
— not yet mapped from certificates used in WLCG

woieeers © Plan to publish a more quantitative comparison at autumn HEPiX y

Switzerland
www.cern.ch/it
24
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CERNIT

Department

Distributed Data Management is crucial for obtaining

rapid physics results from LHC data

|+ Initial strategy is being refined to further increase the
efficiency of the available resource

 Strategy of decoupling Archive from Disk storage has
been implemented at CERN

— Reducing the total deployment effort and the interference
Impact for experiment users

* Federated data access is being used or evaluated by
several LHC experiments

— Larger infrastructures have been setup in US/Europe

» Cloud storage evaluation has started at CERN

— Performance of local S3 based storage looks comparable to
current production system
CERN IT Department

amzncees  — Realistic TCO estimation can not yet be done in y

Switzerland

www.cemch/it . a small (1PB) test system w/o real users access 7



