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Disclaimers

‣ My apologies for being rather ATLAS centric
- very similar plots & conclusions do exist for other experiments
  since I worked 11 weeks in CMS and 11 years on ATLAS it’s just easier for me to find information on one side :-)

- main focus here is not to show specific results for experiments but rather 
demonstrate concepts & lessons

- will try to focus also on areas where fast simulation approaches have difficulties
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Part 1 - Concepts
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*the picture is quite trivial, finding the optimal working point is NOT !
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The simulation hierarchy pyramid
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CMS Fast Simulation
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Potential speed-ups: simulation
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‣ This sets the simulation into the ~ Hz level regime* 
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Potential speed-ups: simulation

full

library

alternative/fast

parametric

1

< 1/1000

‣ This sets the simulation into the ~ Hz level regime* 

*I will speak about the consequences of this in my thursday contribution
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Full simulation: Geant4
‣ The state of the art detector simulation

‣ Concept:
- very detailed description of the detector geometry (> 106 nodes)
- precise simulation of physics processes when propagating through detector 

material
- stepping through material in very fine steps

this is of course time consuming 
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Full simulation: Geant4
‣ Amazing amount of validation using data of 

LHC experiments & test beam setups
- remarkable modeling of physics processes 

can be achieved http://sftweb.cern.ch/validation/
‣ Geant4 validation page
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How to speed up simulation (1)
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How to speed up simulation (1)

≈ approximate geometry
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optimise transport and navigation
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How to speed up simulation (1)

approximate modelsπ ≈ 3

≈ approximate geometry

optimise transport and navigation

≈ parameterisations

C Vctrl take shortcuts

use new technologies
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How to speed up simulation (2)

...
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How to speed up simulation (2)

...

don’t do anything
zzzz
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How to speed up simulation (2)

ignore the truth

...

work only on demandon off

don’t do anything
zzzz
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2 €

2 DM
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throw away things
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Part 2 - The past
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A look back into the past - ATLAS (1)
‣ ATLAS Physics TDR (1999):

- mixture of Geant3 and ATLFAST 
(detector response parameterized from Geant3)

- Tests Against Full Simulation -
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tion obtained from older layout, showing the entire distribution with logarithmic scale of the
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53

- with dedicated care (lots of work) a real good 
description of  measured quantities could be 
achieved
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A look back into the past - ATLAS (2)
‣ ATLFAST ID/MS Tracking:

- even correlations have been parameterised successfully
- this is important for upstream

reconstruction (e.g. vertexing)
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A look back into the past - CMS (1)
‣ CMS Physics TDR (2006), 7 years later than ATLAS

- based on Geant4 (+GFlash) and CMS fast simulation (FAMOS) yielding high level 
objects, a simplified tracking similar to FATRAS

- similar to ATLAS, a lot of work needed to derive parameterisations
- FAMOS become the base of the new CMS Fast Simulation

2.6. Fast simulation 59

Figure 2.11: Distributions of (a) the reconstructed transverse impact parameter and (b) the
corresponding uncertainty, for 10 GeV/c single muons generated with a uniform ⌘ distribu-
tion, in the fast (triangles) and full (histogram) simulations.

by simulating a number of effects such as rear and front leakage, energy losses in the gaps
between ECAL modules, and shower enlargement due to the magnetic field.

In front of the ECAL endcaps, electrons may first cross the preshower. In this case, the cor-
responding showers are developed from the preshower entrance, and the energy deposit in
each layer is converted into a number of MIPs (with related statistical uncertainties), assigned
to the relevant strips according to the shower radial profile. Very energetic electrons (above
several hundred GeV) can extend their shower substantially beyond the ECAL. A 2X0-thick
gap between the rear side of the crystals and the entrance of the HCAL is assumed, in which
all the energy integrated from the �-distribution tail is lost. The rest is assigned to the HCAL
towers according to the shower radial profile at this depth, and the energy of each spot is
accommodated for an e/⇡ factor.

The Grindhammer parameterization only applies to electrons. Photons are first converted in
the ECAL (or preshower) material at a varying depth (according to the number of radiation
lengths traversed). Each of the resulting e+e� pairs gives rise to 2 separate showers gener-
ated as explained above along the same longitudinal direction and, therefore, with the same
transverse crystal grids.

Finally, at rapidity values not covered by the electromagnetic calorimeter (|⌘| > 3), electrons
and photons are propagated directly to the forward hadron calorimeter. Here, the detector
response is evaluated from the full simulation of electrons with energies of 30, 100, 300,
1000 and 3000 GeV as a function of pseudorapidity, in a way similar to that explained in
Section 2.6.3.

When all electrons and photons are processed, the electronic noise is simulated and the zero
suppression applied. At last (when the hadron showers are simulated as well, as is explained
in Section 2.6.3), a list of reconstructed hits is built and stored in a format readable by the clus-
tering algorithms, electron reconstruction, etc. Altogether, the various cluster reconstructed
energies in the fast and the full simulations agree at the level of the permil in the ECAL barrel
(Fig. 2.12a), and at the percent level in the endcaps, for energies ranging from 1 GeV to 1 TeV.
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Section 2.6.3.

When all electrons and photons are processed, the electronic noise is simulated and the zero
suppression applied. At last (when the hadron showers are simulated as well, as is explained
in Section 2.6.3), a list of reconstructed hits is built and stored in a format readable by the clus-
tering algorithms, electron reconstruction, etc. Altogether, the various cluster reconstructed
energies in the fast and the full simulations agree at the level of the permil in the ECAL barrel
(Fig. 2.12a), and at the percent level in the endcaps, for energies ranging from 1 GeV to 1 TeV.

*there will be talks/contributions covering more of this during the WS
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A look back into the past 
‣ ATLAS & CMS developed very similar concepts for simulation in TDR times

- Full simulation for detailed studies
- Fast simulation (mainly parametric) based on full simulation results

   high level object creation as output of fast simulation

‣ TDR studies also showed limitations of (parametric) fast simulation
- how to model efficiencies/inefficiencies
- how to create fake objects
- usually, one needs a full simulation first to derive parameters*
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‣ TDR studies also showed limitations of (parametric) fast simulation
- how to model efficiencies/inefficiencies
- how to create fake objects
- usually, one needs a full simulation first to derive parameters*

- Track Parameter Resolution -

Eq. (5.17), the covariance matrix T−1
z,i of the measurements of the longitudinal coordinate at

each layer has to be formed as
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By inverting Tz,i and evaluating Eq. (5.18), the inverse covariance matrix C−1
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After performing the matrix multiplication C−1
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To calculate the residual σz0 =
√

(Cz)11 =
√

cov(z0) one has to invert C−1
z first and therefor

the determinant is needed which is given by

det C−1
z =

p4
T(r1 − r2)2

k2
1k

2
2σ

2
1σ

2
2

. (5.27)

Using this and performing a standard matrix inversion yields

cov(z0) = (Cz)11 =
r2
1σ

2
2 + r2

2σ
2
1

(r2 − r1)2
+

k2
1r

2
1

p2
T

, (5.28)

or using the orthogonal sum which lead to the name of this model

σz0 = Az0 ⊕
Bz0

pT
=

r1σ2,z ⊕ r2σ1,z

r2 − r1
⊕ k1,zr1

pT
. (5.29)

The two summands in Eq. (5.29) show the contributing parts to the total track parameter
residual in this model: the genuine part due to the layers’ intrinsic resolutions σ1 and σ2

described by the parameter Az0 ≡ Az0,z0 and the part resulting from multiple scattering at the
innermost layer which shows a 1

pT
dependence as estimated in Chapter 4, and which is described

by a parameter Bz0 ≡ Bz0,z0. Taking the values (Cz)22 and (Cz)12 from the calculated matrix
one will find similar expressions for σcot θ and for the covariance value

cov(z0, cot θ) = A2
z0,cot θ +

B2
z0,cot θ

pT
. (5.30)

23

*not always necessary:
- e.g. impact parameter resolution can be rather well estimated using the 2-layer 
  approximation 
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Part 3 - A running LHC 
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Accuracy

full

library

alternative/fast

parametric

HIERARCHY ACCURACY

high

low

CPU CONSUMPTION

?
‣ What accuracy is actually needed ?

‣ Is it the same for every analyses/aspect ?
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LHC experiments: Calorimetry dominates
‣ Simulation time (CPU) consumption is dominated by calorimeter simulation

- obviously the shower simulation in dense material takes longer than propagation 
through tracking devices (low material budget)

‣ Calorimeter simulation was the first to be fully replaced by fast components
- Frozen showers (ATLAS)
- GFlash (CMS)  / FastCaloSim (ATLAS)

2.6. Fast simulation 55

Figure 2.7: Energy depositions in a 5⇥5 crystal matrix for 50 GeV electrons. The histogram
corresponds to the full GEANT4 simulation and the markers to the shower parameterization.

For pp ! � + G events, with a single photon above 1 TeV, as predicted by models based on
extra-dimensions, the gain in speed is a factor of 4.

Figure 2.8: Transverse (left) and longitudinal (right) shower profiles for 50 GeV photons.

2.6 Fast simulation
A framework for fast simulation of particle interactions in the CMS detector, called FAMOS,
has been recently developed, and is intended to be used for most physics analysis, in view of
the Volume 2 of this Physics TDR and beyond. It is an object-oriented system for which C++
has been chosen as programming language. The acronym FAMOS stands for FAst MOnte-
Carlo Simulation. As it is a work in progress, only the current status and performance are
described in this section.

The input of FAMOS is a list of particles (originating from an event generator or a simple par-
ticle gun) characterized by their momentum and origin vertex, with mother and daughter
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CPU time spent in ATLAS Calorimeter

7 October 2011 John Chapman, University of Cambridge 6/29

Simulation Performance: CPU breakdown

Overview
Simulation Performance

Techniques For Improving Simulation Performance
Pile-Up Simulation In ATLAS

CPU
Vmem

Minimum bias Simulation (with Frozen Showers)
Total CPU per event = 71.7 s

tt Simulation (with Frozen Showers)
Total CPU per event = 346.1 s

The LAr EM Cal contribution dominates... and this itself is dominated 
by time spent simulating the End Caps. (For Frozen Showers see later.)

i686-slc5-gcc43-opt i686-slc5-gcc43-opt

Plots by Z Marshall

Oct 2011
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How to not lose accuracy ?
‣ Let’s face it
- all of these approximations/shortcuts will almost necessarily cause a loss of 

accuracy
- usually this would lead to a worse data/MC compatibility
- some of them, however, will also open possibilities, e.g. tuning of 

parameterisations
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Electron shower shapes from Z�ee events for electrons with ET=40�50 GeV. The data
points are plotted with error bars, representing the total statistical and systematic
uncertainties. The MC predictions (G4.9.2 and G4.9.4, new geo.) and the fast simulation
(AFII), all normalised to the number of data entries, are shown as a blue histogram, filled
yellow histogram, and a dashed red histogram, respectively.

Layer�2�EM�calorimeter�variables:�R�(left)�and�w�2 (right)

For�approval 2
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*see talk of Michael tomorrow
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LHC conditions: pile-up
High-PU MC Samples 

 Limited number of samples has been generated with 
the expected 2012 peak PU distribution of ~25 
average PU events per BX 

2011A: ⟨NPU⟩=6.2 
2011B: ⟨NPU⟩=11.1 
2011: ⟨NPU⟩=9.4 

A
 

20
11

 
B

 

2012 

CMS Simulation 

‣ Already in Run 0 of LHC the design pile-up numbers were exceeded 
- having a simulation in place that could predict this was vital for ATLAS/CMS
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LHC conditions: pile-up

High Pu mitigation working group 
A limited time working group has 
been set-up in order to cope with 
increased PU conditions in 2012 
(i.e. increased memory and CPU 
usage) while keeping physics 
performance 
The working group acted at 
different levels: 
• optimizing compiler options and 

memory allocation 
• Improving code design (vertex 

finder and tracking) 
• Improving algorithm and tuning 

tracking code. 

Reconstruction time per event 
using High PU data from 2011 

Two extreme scenarios are 
presented. 

CMS Reco performance 

‣ Not only physics performance needed to be tested
- in the run-up of 2012 data taking, both CMS & ATLAS ran dedicated programs to 

get CPU time of reconstruction under control
- high pile-up simulation samples were necessary for this
- this will become even more important for the HL-LHC preparations

Effect on Lepton Efficiency 
 Lepton efficiency decreases by a few per cent compare to 2011, mainly 

due to the isolation efficiency 
 Note that average PU matters even for a fixed number of PVs due to 

out-of-time PU in HCAL 
 The effect is real, is limited to ~3% at high pT, but increases at low pT 
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CMS Simulation 

CMS Simulation 

‣ Can fast simulation provide a good pile-up handling?
- strictly speaking, pile-up is NOT a simulation issue*
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‣ Can fast simulation provide a good pile-up handling?
- strictly speaking, pile-up is NOT a simulation issue*

*I will contradict this message in my thursday contribution ...
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It is even more complicated (1a)
‣ There are many parameters when you want to describe the pile-up correctl

‣ In-time pile-up components
- a correct modeling (in particular for tracking aspects) needs a good prediction of  

the number of interaction per X-ing & the size of the beam-beam X-ing region
- this has been difficult in the past to get a priori from the machine
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It is even more complicated (1b)
‣ Vertex reconstruction is very sensitive to these parameters

- shadowing, merging, splitting effects are dependent on the vertex density
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It’s even one complicated (2)

7 October 2011 John Chapman, University of Cambridge 17/29

Simulating Pile-Up in ATLAS (III)

BCM

Pixels

SCT

TRT

TGC

RPC

Tile

CSC

LAr

MDT

No effect on Trigger BC Could effect Trigger BC No effect on Trigger BC

Bunch Crossing 0Bunch Crossing -32 Bunch Crossing 32

Overview
Simulation Performance

Techniques For Improving Simulation Performance
Pile-Up Simulation In ATLAS

Inner Detector

Pixels

SCT

BCM

TRT

TGC

RPC

CSC

MDT

LAr

Tile
Calorimeter

Muon System

25ns tick-800 ns 800 ns

Background Simulation
ATLAS Reconstruction: Impact of Pile-Up
Pile-up Performance
PileUpTools

‣ A correct treatment of the pile-up structure is quite complex

‣ This will become one of the most important issues for upgrade simulation
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Lessons learned
‣ Fast simulation needs to be able to “emulate” pile-up
- consequence in ATLAS: initially developed fast simulation approaches now feed 

in digitization
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*see talk of Elmar tomorrow
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Part 4 - We need full simulation
We need fast simulation
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Full simulation usage: detector activation

Data&and&Simula?on:&Detector&Ac?va?on&

L.&Jeanty&&&&&6&Oct&2011& 18&

Method&

•  In&special&runs,&keep&MDT&HV&on&
arer&planned&beam&dump&

•  Monitor&hit&rate&arer&loss&of&beam&
(immediately&lose&96%&of&hit&rate)&

Beam&dump&at&t&=&0&

#&MDT&Hits&as&a&func?on&of&?me&arer&beam&dump&

Results&

•  Hit&rate&displays&a&~&200&s&life?me&

•  well&reproduced&by&FLUGG&flux&
predic?on&×&detector&sensi?vity&

L.&Jeanty&&&&&6&Oct&2011& 16&

•  FLUGG&hite&rate&(=&flux&×&sensi?vity)&and&data&agree&within&a&factor&of&2&everywhere&in&MDTs&

•  In&early&studies,&safety&factor&of&5&was&used &&

Data&and&Simula?on:&Cavern&Background&

and cavern background
‣ There are areas where fast 

simulation just won’t work that 
easily

- in particular in the precise 
understanding of the detector
(including activation, aging 
effects, etc.)

‣ Even full simulation has 
difficulties with describing the 
cavern activity
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Full simulation usage: precise detector effects
‣ Example: charged particle multiplicity measurements ATLAS/CMS

‣ Generic track reconstruction efficiency for hadrons is determining 
component
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Full simulation usage: precise detector effects
‣ Example: track reconstruction efficiency for hadrons from MC

‣ Requires an excellent description of the detector & hadronic physics

‣ Early 2009 data: cross-checks of detector description using SCT extension

Pixel

SCT

material +
 hadronic 

interactions
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Transition: fast & full simulation
‣ Expanding the example:

ATLAS’ charged particle multiplicity measurement at 2.37 TeV

‣ LHC has not given “stable beam”: ATLAS SCT detector was in stand-by
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Transition: fast & full simulation

vertex

normal
truth particle

αhit truth 
association

track
extrapolation

reduced base
efficiency

‣ Developed fast model of partly depleted detector and implemented in 
FATRAS 

FATRAS test

32Tuesday, January 15, 13



Fast simulation usage: precision measurement (1)

‣ m(W) measurement is one of 
the most challenging precision 
measurements to be done with 
the LHC

‣ Performed by template 
measurement to the transverse 
mass distribution

‣ Needs a very well understood 
MC modeling of 

- energy scale
- lepton momentum scale
- missing ET
- hadronic recoil

W → !ν

a)

ν

!

px

py

u
Δφ!ν

Z → !!

b)

ν

!

px

py

u

pT (Z)

Figure 12: Transverse view of a)W → !ν and b) Z→ !! events. The combined transverse momentum
of the recoil u, which should match that of the boson, is used to estimate the momentum of the
undetected neutrino in theW → !ν decay. The Z boson line of flight is represented, which defines the
(‖,⊥) coordinate system. The size of the dotted ellipses represent the resolution on the reconstructed
objects.

difference to the transverse momentum of the removed lepton. A non-zero average value of this dif-
ference points to a bias in the EmissT reconstruction.

Rather than projecting this difference on conventional X and Y axes in the transverse plane, it is best
to consider the natural frame of the event, with axes parallel (‖) and perpendicular (⊥) to the Z bo-
son transverse momentum. Imperfect calibration of the EmissT reconstruction will show up as biases
in these distributions, which can then subsequently be corrected for within statistics. The axes are
illustrated in Figure 12.

This method is tried on a fully simulated sample of Z → ee events, with results illustrated in Fig-
ure 13. As can be seen in this example, a bias is observed in the EmissT reconstruction along the Z
line of flight. No bias is observed along the other axes. In this example, the calibration is thus cor-
rect on average, but the EmissT reconstruction does not respond perfectly to the event-by-event topology.

As this discussion illustrates, EmissT reconstruction is a very difficult experimental algorithm to control,
especially to the level of precision desired here. Therefore, we cannot claim at present that the sensitiv-
ity quoted in the previous section will indeed be reached. Instead, lacking the proof that the statistical
enhancement can be fully exploited, we assume an overall uncertainty of δmW (EmissT ) = 5 MeV. This
number is a factor 3 higher than the purely statistical sensitivity, and a factor three smaller than the sys-
tematic uncertainty obtained in the recent CDF measurement [10] based on an integrated luminosity
of 200 pb−1 and about 8000 Z events for calibration of the hadronic recoil.

18

‣ Can such a precise measurement be done using fast simulation ?
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Fast simulation usage: precision measurement (2)
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D0

Tevatron Single Experiment Sensitivity

http://www-cdf.fnal.gov/physics/ewk/2012/wmass

‣ energy scale tuning

‣ momentum scale tuning

‣ recoil calibration

‣ PDF variations

‣Up to 10 billion events,
roughly 4 M/hour throughput 
on a single CPU
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Fast simulation usage: SUSY grids
‣ Large theoretical uncertainties 

‣ High statistics needed to cover the SUSY phase space

‣ A possible strategy:
- simulate the grid with fast

simulation, but support 
it with with single full 
simulation bounds
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Part 5 - Commonalities

‣ A CMS/ATLAS centric view ... my apologies
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Full simulation & first steps
‣ Full simulation is based on Geant4

- general improvement of Geant4 suite is in the interest of all
- place for modern computing techniques

e.g. auto-vectorization (CLHEP!), parallelism (Geant4MT), ...
this is not the scope of this workshop

‣ First attempt is to speed up the calorimeter
- CMS: GFlash (parameterised)
- ATLAS: FrozenShowers (library for FCAL), FastCaloSim (parameterised)

‣ Fast simulation started as stand-alone programs
- ATLFAST (199x) in ATLAS
- FAMOS (early 2000’s) in CMS
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Towards fast simulation in LHC experiments
‣ Next steps in fast simulation

- closer integration into the experiments framework:
ATLAS: FATRAS, FastCaloSim & Frozen showers (as part of Geant4)
CMS: Fast Simulation as part of CMSSW & GFlash

‣ Common look & feel with fully simulated events is necessary
- simple analysis aspect: one Event Data Model to serve all

‣ Many concepts have been developed in parallel but in very similar ways
- simplification of geometry
- implementation of material effects (EM and HI for Tracking)*
- shower shape parametrisation for calorimetry**
- outsourcing of particle decay* 
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Towards fast simulation in LHC experiments
‣ Next steps in fast simulation

- closer integration into the experiments framework:
ATLAS: FATRAS, FastCaloSim & Frozen showers (as part of Geant4)
CMS: Fast Simulation as part of CMSSW & GFlash

‣ Common look & feel with fully simulated events is necessary
- simple analysis aspect: one Event Data Model to serve all

‣ Many concepts have been developed in parallel but in very similar ways
- simplification of geometry
- implementation of material effects (EM and HI for Tracking)*
- shower shape parametrisation for calorimetry**
- outsourcing of particle decay* 

*see talk of Andrea tomorrow
**see talks during calorimetry session tomorrow
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Example: Tracking simplification in Tracker (1)
2.6. Fast simulation 57

Figure 2.9: A radiography of a quarter of the simulated tracker geometry in the (a) fast and
(b) full simulation. The higher level of details in the full simulation is clearly visible.

electrons traversing this layer. The distribution of this number is shown for 35 GeV/c elec-
trons as a function of their pseudorapidity ⌘ in Figure 2.10, for the complete tracker as well
as for some of its subsets (pixel detector, inner and outer tracker). The same level of agree-
ment between the fast and full simulations is obtained for each single layer. After tuning, the
total number of radiation lengths traversed in the tracker reaches 1.42X0 at a pseudorapidity
⌘ = 1.65, in agreement with the full geometry. This agreement demonstrates in addition
that the Bremsstrahlung model implemented in FAMOS reproduces that of the full GEANT
simulation.

While being propagated in the magnetic field through the tracker layers, charged particles
experience multiple scattering and energy loss by ionization. The intersections between the
modified trajectories and each tracker layer define the position of “simulated hits”. Each sim-
ulated hit is turned with a certain efficiency to a “reconstructed hit”, the position of which
is obtained from a Gaussian smearing of the simulated hit position. In the Silicon tracker,
the Gaussian resolution in each of the 2 directions (longitudinal and transverse to the beam
direction), obtained from a fit of the residuals with respect to the reconstructed charged par-
ticle tracks in the full simulation, is essentially a constant for each layer. In the pixel detector,
the Gaussian resolution in each of the 2 directions is parameterized according to the pixel
cluster size (itself generated according to its fully simulated ⌘-dependent distribution) and
on the incident angle of the particles with respect to the layer. This detailed procedure was
developed in view of reproducing the b-tagging performance with the requested level of
accuracy. The accuracy of the parameterization is illustrated in Figure 2.11, in which the
distributions of the reconstructed transverse impact parameter and the corresponding un-
certainty for 10 GeV/c single muons generated with a uniform ⌘ distribution, are displayed
for fast and full simulations.

To save execution time, no pattern recognition is performed to reconstruct charged particle
tracks. The reconstructed hits belonging to a given simulated charged particle are, instead,
fit to form a reconstructed track, with the same fitting algorithms as in the complete recon-

CMS
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Example: Tracking simplification in Tracker (2)

  event:JiveXML_0_00025 run:0 ev:25  geometry: <default>
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