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3,300 HDDs in RAID6 (8+2) — 6.1 PB (physical) — 4.3 PB (logical)

NFS & CIFS

2x 10 GBit/s — 1.1 GB/s (read) — 700 MB/s (write)

Tier 1 — aged data is moved hereTier 0 — fresh bits are stored here
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image size ~ 2 MB

~ 2,000 images per sample / run

many samples per study / experiment

future runs up to 70,000 images

peak throughput: 3,000,000 images (3 TB) in three weeks

“typical” throughput: 20,000 images per day
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Microscopy

BioQuant LSDF

Group Shares

Sequencing

RNA interference

image size ~ 2 MB

~ 2,000 images per sample / run

many samples per study / experiment

future runs up to 70,000 images

peak throughput: 3,000,000 images (3 TB) in three weeks

many small files

“typical” throughput: 20,000 images per day
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Microscopy

BioQuant LSDF

Group Shares

Sequencing

many small files

Microscopes

raw data
write once

Workstations

raw data
read once
or copyintermediate

results
write once

results
(negligible size)

e.g. KNIME

http://www.knime.org
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throughput: 10–20 genomes per week
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throughput: 10–20 genomes per week

Microscopy

BioQuant LSDF

Group Shares

Sequencing

International Cancer Genome Consortium

~ 200 GB raw data per genome

~ 2 TB after processing

total ~ 2 PB of data

intermediate results are retained

few large files

~ 1 PB at BioQuant LSDF

only one ICGC project stored at BQ-LSDF
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throughput: 10–20 genomes per week

Microscopy

BioQuant LSDF

Group Shares

Sequencing

International Cancer Genome Consortium

~ 200 GB raw data per genome

~ 2 TB after processing

total ~ 2 PB of data

intermediate results are retained

few large files

~ 1 PB at BioQuant LSDF

different “views” of same data via symbolic links
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temp data
write once

store as provided by sequencers

organize semantically (symlinks)

check for data corruption

perform genome alignment magic

compute standard measures
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Microscopy

BioQuant LSDF

Group Shares

Sequencing

BioQuant LSDF

Rolf Kabbe, DKFZ

Cluster Monitoring

Page 1802/07/13 |

Rolf Kabbe

TBI / eilslabs

Showing details of jobs

Dependency-graph

Shows progress

of workflows

Drop of CPU

Caused by I/O ?
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SAFE DEPOSIT BOXES

The Problem
Authentication

#3224

Hm, no money inside.

NFS via RPC AUTH_UNIX
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The Solution
Authentication

COMMUNITY BANK
SAFE DEPOSIT BOXES

#3224

NFS via RPCSEC_GSS_KRB5

BioQuant:
Christian Thiemann

is 3224
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Differentiation
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#3224

The Problem
NFS via RPCSEC_GSS_KRB5 and multiple authorities
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DKFZ:
Alice Smith

is 3224

Differentiation

COMMUNITY BANK
SAFE DEPOSIT BOXES

Ok, my records 
show that you are–

Aw crap.

The Problem
NFS via RPCSEC_GSS_KRB5 and multiple authorities
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The Solution

COMMUNITY BANK
SAFE DEPOSIT BOXES

Krb5

Differentiation
NFS via RPCSEC_GSS_KRB5 and multiple authorities and mapped ID spaces

BioQuant:
Christian Thiemann

is 3224

Krb5

DKFZ:
Alice Smith

is 3224
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The Solution

COMMUNITY BANK
SAFE DEPOSIT BOXES

My records show 
that you are 103224. 

Here is your box.

#103224

Krb5

Differentiation
NFS via RPCSEC_GSS_KRB5 and multiple authorities and mapped ID spaces

BioQuant:
Christian Thiemann

is 3224

Krb5

DKFZ:
Alice Smith

is 3224

My records show 
that you are 203224. 

Here is your box.

#203224

Bank Policy:   BioQuant = 10xxxx   DKFZ = 20xxxx
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Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000

BioQuant Client LSDF

???

NFSv3 uses numeric UID/GIDs
The Problem
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Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000

That only works on weak minds...
But here, have a sandwich instead.

BioQuant Client LSDF

???

chgrp 1801 myfile.txt
What?

sudo chgrp 1801 myfile.txt

NFSv3 uses numeric UID/GIDs
The Problem
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NFSv3 on-route UID/GID translation

NFS Proxy

The Workaround
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Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000
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Ok

NFSv3 on-route UID/GID translation

NFS Proxy

The Workaround

Hi, I’m 103224. Who owns myfile.txt?

myfile.txt: user 3224 group 1000
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Still ok
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NFS Proxy
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Hi, I’m 3224. Who owns myfile.txt?

myfile.txt: user 103224 group 101000

BioQuant Client LSDF
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NFSv4 usernames

Hi, I’m bq_cthiemann@bioquant. Who owns myfile.txt?

myfile.txt: user bq_cthiemann@BQ group bq_admins@BQ

The Solution
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BioQuant Client LSDF
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chgrp 1801 myfile.txt
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Hi, I’m bq_cthiemann@bioquant. Who owns myfile.txt?

myfile.txt: user bq_cthiemann@BQ group bq_admins@BQ
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The Solution

NFSv4 development is slow:
“no economical incentive” (IBM / EMC)

Tuesday, March 12, 13



Hi, I’m 3224. Who owns myfile.txt?

myfile.txt: user 103224 group 101000

BioQuant Client LSDF

Ok

chgrp 1801 myfile.txt
Ok

NFSv4 usernames

Hi, I’m bq_cthiemann@bioquant. Who owns myfile.txt?

myfile.txt: user bq_cthiemann@BQ group bq_admins@BQ

chgrp rattorturers@BQ myfile.txt

The Solution

NFSv4 development is slow:
“no economical incentive” (IBM / EMC)

invisible hand
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Hi, I’m 3224. Who owns myfile.txt?

myfile.txt: user 103224 group 101000

BioQuant Client LSDF

Ok

chgrp 1801 myfile.txt
Ok

NFSv4 usernames

Hi, I’m bq_cthiemann@bioquant. Who owns myfile.txt?

myfile.txt: user bq_cthiemann@BQ group bq_admins@BQ

chgrp rattorturers@BQ myfile.txt

The Solution

NFSv4 development is slow:
“no economical incentive” (IBM / EMC)

invisible hand

IBM SONAS will be NFSv4-capable in 2014
hopefully...
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Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000

Still ok

BioQuant Client LSDF

Ok

chgrp 1801 myfile.txt
Ok

sudo chgrp 1801 myfile.txt

NFSv3 on-route UID/GID translation

NFS Proxy

The Workaround

Hi, I’m 103224. Who owns myfile.txt?

myfile.txt: user 3224 group 1000

chgrp 101801 myfile.txt

sudo chgrp 101801 myfile.txt

NFSv3 Ticket Agent:
Kerberized Inter-Realm NFS Service
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Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000

Still ok
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Hi, I’m 3224. Who owns myfile.txt?
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Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000

Still ok

BioQuant Client LSDF

Ok

chgrp 1801 myfile.txt
Ok

sudo chgrp 1801 myfile.txt

NFSv3 on-route UID/GID translation

NFS Proxy

The Workaround

Hi, I’m 103224. Who owns myfile.txt?

myfile.txt: user 3224 group 1000

chgrp 101801 myfile.txt

sudo chgrp 101801 myfile.txt

NFSv3 Ticket Agent:
Kerberized Inter-Realm NFS Service

acts as a trusted client to the LSDF (using AUTH_SYS)

authenticates external clients using RPCSEC_GSS_KRB5

transparently translates UIDs & GIDs between LSDF and external ID spaces
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Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000

Still ok

BioQuant Client LSDF
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Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000

Still ok

BioQuant Client LSDF

Ok

chgrp 1801 myfile.txt
Ok

sudo chgrp 1801 myfile.txt

NFSv3 on-route UID/GID translation

NFS Proxy

The Workaround

Hi, I’m 103224. Who owns myfile.txt?

myfile.txt: user 3224 group 1000

chgrp 101801 myfile.txt

sudo chgrp 101801 myfile.txt

NFSv3 Ticket Agent:
Kerberized Inter-Realm NFS Service

user-space daemon intercepting TCP traffic

Tuesday, March 12, 13



Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000

Still ok

BioQuant Client LSDF

Ok

chgrp 1801 myfile.txt
Ok

sudo chgrp 1801 myfile.txt

NFSv3 on-route UID/GID translation

NFS Proxy

The Workaround

Hi, I’m 103224. Who owns myfile.txt?

myfile.txt: user 3224 group 1000

chgrp 101801 myfile.txt

sudo chgrp 101801 myfile.txt

NFSv3 Ticket Agent:
Kerberized Inter-Realm NFS Service

user-space daemon intercepting TCP traffic

slows down filesystem operations (directory listings etc.) factor 2–3
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Hi, I’m 3224. Who owns myfile.txt?
myfile.txt: user 103224 group 101000

Still ok

BioQuant Client LSDF

Ok

chgrp 1801 myfile.txt
Ok

sudo chgrp 1801 myfile.txt

NFSv3 on-route UID/GID translation

NFS Proxy

The Workaround

Hi, I’m 103224. Who owns myfile.txt?

myfile.txt: user 3224 group 1000

chgrp 101801 myfile.txt

sudo chgrp 101801 myfile.txt

NFSv3 Ticket Agent:
Kerberized Inter-Realm NFS Service

user-space daemon intercepting TCP traffic

slows down filesystem operations (directory listings etc.)

no throughput penalty on read/write operations

factor 2–3

10–20 GBit/s
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