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Computing session 
yesterday -  
jointly with  
GridKa TAB 

>  Experiments  
reports 

>  GridKa T1 report 

>  Networking 

>  Project  
reports 
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Organizational: Computing Organization for the Terascale 

>  The “Grid Project Board” changed to “Computing Board” to reflect the 
extension to all computing aspects for HEP data analysis in Germany. 
!  Additional representatives from all German T1 and T2 sites for LHC analysis as well 

as from other experiments included (ATLAS, CMS, LHCb, Alice, Belle-II, …) 

> This enables the Computing board as a communication and 
coordination forum for German Computing for HEP Data analysis 
! We were asked to help the “Kommittee für ElementarTeilchenphysik” on 

computing matters 

>  In 2013 we had one workshop in Wuppertal (June 5th) to discuss 
the status of computing for data analysis and to exchange ideas 
and steer future directions. 
!  Preparation of the KET report: “Computing in der Hochenergiephysik in 

Deutschland, Bestandsaufnahme und Aussicht” 
delivered in September, made public by KET, available at:  
https://www.ketweb.de/content/e199639/e223266/GridPB_HEP_Computing_211113.pdf 



Matthias Kasemann  |  7th Annual Workshop of the Helmholtz Alliance “Physics at the Terascale”  |  4.12.2013  |  Page 4/18 

German computing in WLCG context 

>  T1 center in Karlsruhe: 
!  About 15% of global 
!  About 60% of DE 
!  Largest T1 center  
!  Very reliable 

>  T2 centers at  
DESY, GSI, MPI-M,  
AC, FR, GÖ, M, WU 
!  About 10% of global 
!  About 40% in DE 
! Rank 4 globally 

after US, UK, IT 
!  Very reliably 
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Computing resource usage in Germany 

>  GridKa is used by all 4 LHC experiments as well as from Auger, Babar, 
Belle (II), CDF, Compass und Dzero. 
!  This makes it the biggest T1 world-wide. 
!  Usage dominated by LHC 

>  The Tier-2 centers are used at >100% level globally as well as in DE 

100% 
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Computing resource usage in Germany (2) 

>  Ggd 

>  T2 resources pledged are too low: 
!  much more CPU delivered than pledged (from T3-like resources) 
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Networking: status and requirements : networking T1-T2 
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ATLAS developments 

>  Work on the  
analysis model 

>  New workload 
management 

>  New data  
management 

>  Federated storage 
using xrootd 

>  Opportunistic 
compute resources: 
!  Clouds 
!  HPCs 
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CMS developments 

>  Use resources  
more efficiently 
!  Fewer re-reconstr. 
!  Fewer/faster MC 
!  Use T1 for  

reconstruction 
!  Reduce data  

replication 

>  Improve software 
performance 
!  Smaller memory 

footprint 
!  Thread-safe 

code for efficient 
use of multi-core 
infrastructures 

>  Use of WAN data access: reduce storage needs 

>        Prepare for Cloud computing and opportunistic computing  

Run 1 

Target 

Current 
version 

Exp. Run2 

Reconstruction performance 
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Belle-II computing: a new big player 
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Computing for LHC run-2 and Belle-II 

>  Estimates for 2015: ++30% for T1, ++25% for T2 

>  Estimates for ‘16-19: ++20% for CPU, ++15% for disk per annum 

Under the assumption that experiments achieve large perfor-
mance improvements handling trigger rates and large pile-up. 
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Resource planning for GridKa 

Run 2 

Run 2 
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Background of Computing Report for KET: Financing  

Main Recommendations: 
>  LHC Computing Grid is successful. Germany 

provides ~15% T1 and ~10% T-2 of global 
resources. This needs to continue at about this 
level, similarly the NAF at DESY (ALTAS, 
CMS, LHCb) and at GSI (ALICE). 

>  Qualified personnel is required to operate 
systems and middleware as well as experiment 
specific services. Developments are required 
for new computing architectures to maintain 
good efficiencies. 

>  Coordination bodies in Germany are: 
experiments, GridKa-TAB and –OB and 
Terascale Computing Board, they should work 
closely together. 

>  LHC run-2 as well as Belle-II require a 
continuous upgrade of compute resources and 
networking.  
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Conclusion and outlook (1) 

>  The LHC computing models are evolving: 
!  High bandwidth networking is available in most countries 

recent record: demonstrated 100 Gb from KIT to SC conference in Denver 
!  Data placement is much more dynamic than originally foreseen in the “Monarc-

model” 
!  Fewer static data replication allows more efficient use of disk storage 

=> This requires more elaborated workload and data management 
tools  

>  The computing technology is changing 
!  Multi-core computing 
!  Thread safe programming 
!  Porting vs re-implementing existing  

frameworks and algorithms 
!  Optimize software for  

!  ARM architecture 

!  Xeon Phi 

!  GPUs 
!  Give-up ‘one-size-fits-all’ approach 

=> increased development and  
certification effort 
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Conclusion and outlook (2) 

>  The big success of the LHC physics programme was also possible 
because of the excellent performance of the LHC Computing Grid. 

>  German sites rank among the most-used and most-efficient sites in the 
WLCG. 

>  “Physics at the Terascale” has significantly contributed to the Grid 
infrastructure in Germany: T2 at University sites and NAF. 
! We are prepared to continue at coordination level 

>  Computing resource estimates for LHC-run2 were reviewed in C-RRB 
! Much reduced relative to run1 – fewer compute cycles and storage per fb-1 

will be possible 
!  Belle-II computing needs are comparable to ATLAS or CMS  
! No funding could be secured yet for German T1 and T2 resource 

replacements and upgrades. 


