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Naturall reason abhorreth vacuum               
                                                          Cranmer, 1550

pre-quantum mechanics 

horror vacui: nature abhors a vacuum                
                                                        Aristotle, c350 BC



Naturall reason abhorreth vacuum               
                                                          Cranmer, 1550

pre-quantum mechanics 

A vacuum is a hell of a lot better than some of the 
stuff that nature replaces it with

Tennessee Williams, “Cat on a Hot Tin Roof”, 1955

post-quantum mechanics 

horror vacui: nature abhors a vacuum                
                                                        Aristotle, c350 BC
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Hawking radiation



inherent instability of QED vacuum Sauter (Bohr), 1931
Heisenberg & Euler, 1936

Feynman, 1949 
Schwinger, 1951probe with an external (laser) electric field
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Figure 2. A static electric field can tear apart a virtual e+e� pair from the vacuum, producing

an asymptotic electron and positron, as shown on the left. On the other hand, a static magnetic

field does not break this virtual dipole apart, as shown on the right for a magnetic field directed

out of the page.

approaches a critical value Ec ⌅ m2c3

e� ⌅ 1016 Vcm�1, where the work done
accelerating a virtual pair apart by a Compton wavelength is of the order
of the rest mass energy for the pair. Such electric field strengths are well
beyond current technological capabilities, even in the most intense lasers.
For an excellent recent review of the search for this remarkable phenomenon
of vacuum pair production, see [14]. Even though the condition of a con-
stant electric field is rather unrealistic, Heisenberg and Euler’s result (1.10)
provides the starting point for more detailed analyses which incorporate
time-dependent electric fields, as is discussed below in Section 2.

1.2.3. Charge renormalization, ⌥-functions and the strong-field limit.

Another remarkable thing about Heisenberg and Euler’s result (1.2) is that
they correctly anticipated charge renormalization. The first term (on each
line) on the the RHS of (1.2) is the bare result, the second term is the
subtraction of a field-free infinite term, and the third term is the subtraction
of a logarithmically divergent term which has the same form as the classical
Maxwell Lagrangian. This last subtraction corresponds precisely to what
we now call charge renormalization, as was later formalized by Schwinger
[12, 13]. Indeed, the study of such logarithmically divergent terms was a
major focus of the early quantum field theory work of both Heisenberg and
Weisskopf. Weisskopf [2] noted the characteristic strong-field limit behavior
of the Heisenberg-Euler result (1.2), for example for spinor QED in a strong
magnetic background:
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⇥
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�
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In modern language, the coe⌅cient of the logarithmic dependence of this
ratio is known as the one-loop QED ⌥-function, and Weisskopf anticipated
the importance of such logarithmic behavior. In later work [15] he showed

external E field accelerates apart a virtual e+e- pair

“Schwinger effect”: e+e- pair production from vacuum
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From this, on account of (38) and (39), one determines the transmission coefficient: 

 

D = 
2

k
e

"$       (41) 

and reflection coefficient: 

R = 1.       (42) 

 

This result is valid up to higher order terms in 1/k
2
 and was derived under the assumption 

that k
2
 ! 1. 

 This therefore shows that for all electric fields for which k
2
 ! 1, hence, for all 

practically attainable fields (cf., supra), the transmission coefficient is vanishingly small; 

transitions into the region of negative impulse are therefore very rare in this case 
†
. 

 For the case of high electron velocity and a symmetric potential function, in the first 

approximation the value of the transmission coefficient D depends upon only the field 

strength, hence, upon only the steepness of the potential ramp.  This case would (cf., 

supra) correspond to around 10
16

 volt/cm.  The location k
2
 ~ 1 has a special physical 

meaning.  In this case, one has: 

k
2
 = 

2 22 ( )mc

hc v

"
~ 1, 

or: 

 
vh

mc
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2
.     (43) 

 

This agrees with the conjecture of N. Bohr that was given in the introduction, that one 

first obtains the finite probability for the transition of an electron into the region of 

negative impulse when the potential ramp vh/mc over a distance of the Compton 

wavelength h/mc has the order of magnitude of the rest energy. 

 It is naturally impossible to experimentally configure fields of this strength.  One can 

possibly imagine that such fields can appear in the interior of an atom in some 

                                                
 

†
 This result is naturally independent of the aforementioned assumption of symmetric behavior.  In the 

general case, the final formulas thus become very unclear.  
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“This case would correspond to around 1016 volt/cm.”  

“Über das Verhalten eines Elektrons im homogenen elektrischen Feld nach der relativistischen Theorie 
Diracs,” Zeit. f. Phys. 69 (1931), 742-764. 
 
 
On the behavior of an electron in a homogeneous electric field 

 in Dirac’s relativistic theory  
 
 

By Fritz Sauter in Munich 
 

Translated by D. H. Delphenich 
 

With 6 figures.  (Received on 21 April 1931) 
 
 

The solutions of the Dirac equation with the potential V = vx will be obtained and their behavior will be 
discussed.  Along with the region of the function that also appears in the non-relativistic calculations, there 
is a region in the Dirac theory in which the impulse and velocity of the electron possess opposite signs.  In 
conjunction with that, the probability will be computed for an electron to go from the “positive impulse” 
region to the “negative impulse” region.  This yields the result that transition probability first takes on finite 
values when the magnitude of the potential ramp over a distance that is equal to the Compton wavelength is 
comparable to the rest energy of the electron.  The large values for the transition probability that were 
computed by O. Klein for a potential well whose order of magnitude is twice the rest energy are understood 
to be limiting values in the case of an infinitely steep potential ramp. 
 
 Some time ago, an interesting work by O. Klein∗ appeared on the reflection of 
electrons by a potential well.  The computation in terms of Dirac’s relativistic theory 
yielded the following result: If one lets the height P of the potential well increase from 0 
then the reflection coefficient R also takes on values from null to 1, which it attains when 
P = E – E0 .  (E is the relativistic energy of the electron; E0 is its rest energy.)  With 
further increases in P, R remains constantly equal to 1, up to the value P = E + E0 .  If one 
lets the height of the potential well increase still more then the reflection coefficient goes 

down again, and in the limiting case of P = ∞ it approaches the value E cp
E cp
−

+
.  (p = 

impulse of the electron before the transition through the potential well).  In Dirac’s 
theory, an electron therefore possesses a finite probability that it might pass on through a 
very high potential well that is completely reflecting in the classical analysis. 
 The state that the electron attains after this transition is thus recognized to be one in 
which its velocity (group velocity) is oppositely directed to its impulse. 
 The appearance of a “negative impulse” is no longer surprising, since one has already 
learned to compute with the concept of “negative energy. ∗∗”  The large value that Klein 
found for the probability of making the transition from a state of positive impulse to one 
of negative impulse is therefore noteworthy.  N. Bohr made the conjecture that this high 

                                                
 ∗ O. Klein, ZS. f. Phys. 53, 157, 1929.  
 ∗∗ Cf., dispersion theory, in which I. Waller (ZS. f. Phys. 61, 837, 1930) has shown precisely that the 
states of negative energy take on a special meaning as intermediate states. 
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From this, on account of (38) and (39), one determines the transmission coefficient: 
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This result is valid up to higher order terms in 1/k
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 and was derived under the assumption 

that k
2
 ! 1. 

 This therefore shows that for all electric fields for which k
2
 ! 1, hence, for all 

practically attainable fields (cf., supra), the transmission coefficient is vanishingly small; 

transitions into the region of negative impulse are therefore very rare in this case 
†
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 For the case of high electron velocity and a symmetric potential function, in the first 

approximation the value of the transmission coefficient D depends upon only the field 

strength, hence, upon only the steepness of the potential ramp.  This case would (cf., 

supra) correspond to around 10
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This agrees with the conjecture of N. Bohr that was given in the introduction, that one 

first obtains the finite probability for the transition of an electron into the region of 

negative impulse when the potential ramp vh/mc over a distance of the Compton 

wavelength h/mc has the order of magnitude of the rest energy. 

 It is naturally impossible to experimentally configure fields of this strength.  One can 

possibly imagine that such fields can appear in the interior of an atom in some 
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†
 This result is naturally independent of the aforementioned assumption of symmetric behavior.  In the 

general case, the final formulas thus become very unclear.  

“This case would correspond to around 1016 volt/cm.”  

“Über das Verhalten eines Elektrons im homogenen elektrischen Feld nach der relativistischen Theorie 
Diracs,” Zeit. f. Phys. 69 (1931), 742-764. 
 
 
On the behavior of an electron in a homogeneous electric field 

 in Dirac’s relativistic theory  
 
 

By Fritz Sauter in Munich 
 

Translated by D. H. Delphenich 
 

With 6 figures.  (Received on 21 April 1931) 
 
 

The solutions of the Dirac equation with the potential V = vx will be obtained and their behavior will be 
discussed.  Along with the region of the function that also appears in the non-relativistic calculations, there 
is a region in the Dirac theory in which the impulse and velocity of the electron possess opposite signs.  In 
conjunction with that, the probability will be computed for an electron to go from the “positive impulse” 
region to the “negative impulse” region.  This yields the result that transition probability first takes on finite 
values when the magnitude of the potential ramp over a distance that is equal to the Compton wavelength is 
comparable to the rest energy of the electron.  The large values for the transition probability that were 
computed by O. Klein for a potential well whose order of magnitude is twice the rest energy are understood 
to be limiting values in the case of an infinitely steep potential ramp. 
 
 Some time ago, an interesting work by O. Klein∗ appeared on the reflection of 
electrons by a potential well.  The computation in terms of Dirac’s relativistic theory 
yielded the following result: If one lets the height P of the potential well increase from 0 
then the reflection coefficient R also takes on values from null to 1, which it attains when 
P = E – E0 .  (E is the relativistic energy of the electron; E0 is its rest energy.)  With 
further increases in P, R remains constantly equal to 1, up to the value P = E + E0 .  If one 
lets the height of the potential well increase still more then the reflection coefficient goes 

down again, and in the limiting case of P = ∞ it approaches the value E cp
E cp
−

+
.  (p = 

impulse of the electron before the transition through the potential well).  In Dirac’s 
theory, an electron therefore possesses a finite probability that it might pass on through a 
very high potential well that is completely reflecting in the classical analysis. 
 The state that the electron attains after this transition is thus recognized to be one in 
which its velocity (group velocity) is oppositely directed to its impulse. 
 The appearance of a “negative impulse” is no longer surprising, since one has already 
learned to compute with the concept of “negative energy. ∗∗”  The large value that Klein 
found for the probability of making the transition from a state of positive impulse to one 
of negative impulse is therefore noteworthy.  N. Bohr made the conjecture that this high 

                                                
 ∗ O. Klein, ZS. f. Phys. 53, 157, 1929.  
 ∗∗ Cf., dispersion theory, in which I. Waller (ZS. f. Phys. 61, 837, 1930) has shown precisely that the 
states of negative energy take on a special meaning as intermediate states. 
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value comes about only as a result of the assumption of a potential well, thus, an 
infinitely steep potential ramp, and that finite transition probabilities are to be expected 
when and only when the ramp is so steep that the potential at a distance on the order of a 
Compton wavelength h/mc increases by an amount whose order of magnitude is the rest 
energy of the electron *. 
 The goal of the following investigation is to test and verify this opinion of Bohr.  To 
that end, the rectangular potential well AB!C!D (see Fig. 1) that the calculations of O. 
Klein were based upon will be replaced by 
a potential ramp ABCD that exists 
between regions (I and III) of constant 
potential, between which one finds a 
region (II) of linearly increasing potential; 
hence, a region of constant electric field.  
The question is also posed in this case of 
what the transition probability would be 
for an electron to go from region I to 
region III. 
 In order to respond to this question, it 
is necessary to solve the Dirac equation for the case of a homogeneous electric field.  The 
first three sections of the following investigation are concerned with arriving at this 
solution and a discussion of it, while in the fourth section we will treat the problem posed 
above of calculating the probability for the transition of an electron from positive to 
negative impulse. 
 

1.  Solution of the Dirac equation. 
 

 The potential V may be put into the form: 
 

V = vx;      (1) 
the Dirac equation then reads: 
 

1 2 3 4 0
1 vx E

x y z ic t
γ γ γ γ κ κ ψ
 ∂ ∂ ∂ ∂ + + + + +  ∂ ∂ ∂ ∂  

= 0,  (2) 

 
with the abbreviations: 

E0 = m c2, κ = 2
hc
π .    (3) 

By means of the Ansatz: 

ψ = 
2 ( )

( )y z
i yp zp Et

he x
π

χ
+ −

⋅ ,    (4) 
(2) goes to: 
 

                                                
 * I would like to thank Herrn Prof. Heisenberg for the friendly tip about this hypothesis of N. Bohr. 
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huge field strengths & intensities suggest: lasers
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why should particle physicists be interested in 
physics in ultra-intense laser fields ?

• direct access to nonlinear and nonperturbative region of QFTs

• direct, controllable, experimental access to matter in extreme environments

• novel experiments/regimes to search for new physics

✦ vacuum energy: mass generation; dark energy
✦ physics beyond the standard model
✦ axion and ALP searches; dark matter 
✦ QED and QFT at ultra-high intensity and in strong E & B fields
✦ non-equilibrium QFT: e.g. quark-gluon-plasma, chiral magnetic effect
✦ back-reaction, cascading
✦ astrophysical applications: neutron stars, magnetars, black holes
✦  cosmological particle production (Parker, Zeldovich)
✦ Hawking radiation



IZEST, ELI, 
XCELS, HiPER,

 XFEL, NIF, 
GEKKO-EXA, 
POLARIS, ...

Mourou, 
Tajima



XFEL 
at DESY 

Attosecond ?
Exawatt?

NIF

1024 � 1026

W/cm2 ?



a new field of high-intensity laser/particle physics is forming

input from: 
particle physics, laser physics, accelerator physics, plasma physics, ...



Biréfringence Magnétique du Vide (BMV)

OSQAR: Optical Search for QED vacuum magnetic 
birefringence, Axions and photon Regeneration

PVLAS: Polarizzazione del Vuoto con LASer

LIPSS: Light Pseudoscalar and Scalar SearchThomas Jefferson National 
Accelerator Facility

Future Plans
•Run again with more power (~1 kW) using 
improved mirrors as soon as possible; take more 
data in both pseudoscalar (!) and scalar (!) 
configurations

•Investigate other improvements or follow-on 

experiments

•Continue the quantum efficiency and uniformity 
measurements on the camera

•Complete a thorough statistical treatment of the 
data.

some laser-based fundamental physics experiments



laser wakefield acceleration

BELLA laser at LBNL

1 GeV in < 1m; goal: 10 GeV in 10 cm 



the Schwinger effect captures the public imagination ...



EXTREME LIGHT
Physicists are planning lasers powerful enough to rip apart the 

fabric of space and time. Ed Gerstner is impressed.

NATURE|Vol 446|1 March 2007NEWS FEATURE
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``Physicists are planning  
lasers powerful enough 

to rip apart the fabric 
of space and time’’
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do we really need                        ?1029W/cm2

how critical is the critical field?

ISchwinger
c ⇡ 1029W/cm2

IIonizationc ⇡ 1016W/cm2

recall: constant field approximation:



G. Gibson et al, 1998

ionization is seen 
well below the sharp 

cutoff critical field

Eb~15 eV

Ic � 1016 W/cm2

atomic ionization



do we really need                        ?1029W/cm2

how critical is the critical field?

the constant field approximation only gives a rough estimate

there is a lot of interesting physics in going 
beyond the constant field approximation

experimentally necessary and theoretically challenging
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Positron Production in Multiphoton Light-by-Light Scattering

D. L. Burke, R. C. Field, G. Horton-Smith, J. E. Spencer, and D. Walz

Stanford Linear Accelerator Center, Stanford University, Stanford, California 94309

S. C. Berridge, W.M. Bugg, K. Shmakov, and A.W. Weidemann

Department of Physics and Astronomy, University of Tennessee, Knoxville, Tennessee 37996

C. Bula, K. T. McDonald, and E. J. Prebys

Joseph Henry Laboratories, Princeton University, Princeton, New Jersey 08544

C. Bamber,* S. J. Boege,† T. Koffas, T. Kotseroglou,‡ A. C. Melissinos, D. D. Meyerhofer,§ D. A. Reis, and W. Ragg
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A signal of 106 6 14 positrons above background has been observed in collisions of a low-emittance
46.6 GeV electron beam with terawatt pulses from a Nd:glass laser at 527 nm wavelength in an
experiment at the Final Focus Test Beam at SLAC. The positrons are interpreted as arising from a two-
step process in which laser photons are backscattered to GeV energies by the electron beam followed
by a collision between the high-energy photon and several laser photons to produce an electron-positron
pair. These results are the first laboratory evidence for inelastic light-by-light scattering involving only
real photons. [S0031-9007(97)04008-8]

PACS numbers: 13.40.– f, 12.20.Fv, 14.70.Bh

The production of an electron-positron pair in the
collision of two real photons was first considered by Breit
and Wheeler [1] who calculated the cross section for the
reaction

v1 1 v2 ! e1e2 (1)

to be of order r2
e , where re is the classical electron radius.

While pair creation by real photons is believed to occur
in astrophysical processes [2], it has not been observed in
the laboratory up to the present.
After the invention of the laser the prospect of intense

laser beams led to the reconsideration of the Breit-
Wheeler process by Reiss [3] and others [4,5]. Of
course, for production of an electron-positron pair, the
center-of-mass (CM) energy of the scattering photons
must be at least 2mc2 � 1 MeV . While this precludes
pair creation by a single electromagnetic wave, the
necessary CM energy can be achieved by colliding a
laser beam against a high-energy photon beam created,
for example, by backscattering the laser beam off a high-
energy electron beam. With laser light of wavelength
527 nm (energy 2.35 eV), a photon of energy 111 GeV
would be required for reaction (1) to proceed. However,
with an electron beam of energy 46.6 GeV, as available
at the Stanford Linear Accelerator Center (SLAC), the
maximum Compton-backscattered photon energy from a
527 nm laser is only 29.2 GeV.
In strong electromagnetic fields the interaction

need not be limited to initial states with two photons
[3], but rather the number of interacting photons be-
comes large as the dimensionless, invariant parameter

h � e
q

⇥AmAm⇤�mc2 � eErms�mv0c � eErmsl-0�mc2

approaches or exceeds unity. Here the laser beam has
laboratory frequency v0, reduced wavelength l-0, root-
mean-square electric field Erms, and four-vector potential
Am; e and m are the charge and mass of the electron,
respectively, and c is the speed of light.
For photons of wavelength 527 nm a value of h �

1 corresponds to laboratory field strength of Elab �
6 3 1010 V�cm and intensity I � 1019 W�cm2. Such
intensities are now practical in tabletop laser systems
based on chirped-pulse amplification [6].
Then the multiphoton Breit-Wheeler reaction

v 1 nv0 ! e1e2 (2)

becomes accessible for n $ 4 laser photons of wave-
length 527 nm colliding with a photon of energy 29 GeV.
Similarly, the trident process

e 1 nv0 ! e0e1e2 (3)

requires at least five 527 nm laser photons colliding with
an electron of 46.6 GeV. Reaction (3) is a variant of the
Bethe-Heitler process [7] in which an e1e2 pair is created
by the interaction of a real photon with a virtual photon
from the field of a charged particle.
When an electromagnetic field with four-tensor Fmn

is probed by a particle of four-momentum pm, an in-
variant measure of the strength of vacuum-polarization

effects is k �
q

⇥⌅Fmnpn⇧2⇤�⌅mc2Ecrit⇧, where Ecrit �
m2c3�eh̄ � mc2�el-C � 1.3 3 1016 V�cm is the quan-
tum electrodynamic (QED) critical field strength [8,9] at
which the energy gain of an electron accelerating over a
Compton wavelength l-C is its rest energy, and at which a

1626 0031-9007�97�79(9)�1626(4)$10.00 © 1997 The American Physical Society
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We collected data at various laser intensities. The

data from collisions with poor e-laser beam overlap were

discarded when the signal in the EC37 monitor was less

than one-third of the expected value. The number of

positron candidates observed in the remaining 21 962 laser

shots is 175 6 13 and is shown as the upper distribution
in Fig. 3(a) as a function of cluster momentum.

Positrons were also produced in showers of lost elec-

trons upstream of the PCAL detector. The rate of these

background positrons was studied in 121 216 electron-

beam pulses when the laser was off, yielding a total of

379 6 19 positron candidates. Figure 3(a) shows the mo-
mentum spectrum of these candidates as the hatched dis-

tribution, which has been scaled by 0.181, this being the

ratio of the number of laser-on to laser-off pulses. Af-

ter subtracting the laser-off distribution from the laser-

on distribution, we obtain the signal spectrum shown in

Fig. 3(b) whose integral is 106 6 14 positrons.
We have modeled the pair production as the two-step

process of reaction (4) followed by reaction (2), using

the formalism of Ref. [4] for linearly polarized light.

The high-energy photon is linearly polarized since the

laser is linearly polarized [16]. By numerical integration

over space and time in the e-laser interaction region
we account for both the production of the high-energy

photon (through a single or multiphoton interaction) and

its subsequent multiphoton interaction within the same

laser focus to produce the pair. Further Compton scatters

of the positron (or electron) are also taken into account.

The positron spectrum predicted by this calculation is

shown as the curve in Fig. 3(b) and is in reasonable

agreement with the data.

To determine the effective intensity of each laser shot,

i.e., the peak intensity of the part of the laser beam that

overlapped with the electron beam, we made use of N1,

N2, and N3, the number of electrons intercepted by the gas

FIG. 3. (a) Number of positron candidates vs momentum for
laser-on pulses and for laser-off pulses scaled to the number
of laser-on pulses. (b) Spectrum of signal positrons obtained
by subtracting the laser-off from the laser-on distribution.
The curve shows the expected momentum spectrum from the
model calculation. (c),(d) Same as (a) and (b) but with the
requirement that h . 0.216.

C̆erenkov counters EC37, N2, and N3, of first-, second-,

and third-order Compton scattering, respectively. Ide-

ally, the field intensity could be extracted from each of

these monitors. However, because of e-laser timing jit-
ter [13], the effective intensity has been extracted from

ratios of the monitor rates. For h2 ø 1, the field inten-
sity is approximately given by h2 � k1N2⇤N1 as well as

h2 � k2N3⇤N2. The parameters k1 and k2 depend on the

acceptance and efficiency of the counters, as well as the

spectrum of scattered electrons, and were calculated over

the relevant range of h2 in the numerical simulation. We

fit the observed Ni for each event to ideal values subject

to the constraint N2
2 � �k2⇤k1⇥N1N3. Then the fitted Ni

determined h with an average precision of 11%. Uncer-

tainties in the acceptance, background levels, calibration,

and efficiency of the monitors caused a systematic error of
18
213% to the absolute value of h.
Figure 4 shows the yield �Re1 ⇥ of positrons⇤laser shot

as a function of h. The line is a power law fit to the data
and gives Re1 ~ h2n with n � 5.1 6 0.2�stat⇥10.5

20.8�syst⇥,
where the statistical error is from the fit and the systematic

error includes the effects discussed previously, as well

as the effect of the choice of bin size in h. Thus,

the observed positron production rate is highly nonlinear,

varying as the fifth power of the laser intensity. This is in

good agreement with the fact that the rate of multiphoton

reactions involving n laser photons is proportional to h2n

(for h2 ø 1), and with the kinematic requirement that five
photons are needed to produce a pair near threshold. The

detailed simulation indicates that, on average, 1.5 photons

are absorbed from the laser field in reaction (4) and 4.7 in

(2), but that the exponent n for the two-step process varies
slightly with h and has an average value of 5.3.

FIG. 4. Dependence of the positron rate per laser shot on the
laser field-strength parameter h. The line shows a power law
fit to the data. The shaded distribution is the 95% confidence
limit on the residual background from showers of lost beam
particles after subtracting the laser-off positron rate.
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Electron-positron pair creation by multiphoton absorption in the collision of a relativistic electron with

a strong laser beam is calculated within laser-dressed quantum electrodynamics. Total production rates,

positron spectra, and relative contributions of different reaction channels are obtained in various

interaction regimes. We study the process in a manifestly nonperturbative domain which is shown

accessible to future experiments utilizing the electron beam lines at novel x-ray laser facilities or all-

optical setups based on laser acceleration. Our theory moreover allows us to add further insights into the

experimental data from SLAC [D. Burke et al., Phys. Rev. Lett. 79, 1626 (1997).].
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Quantum electrodynamics (QED) describes the inter-
action of electrons and photons. When the photon source
is an intense laser field, electrons may couple nonlinearly
to the field giving rise to multiphoton processes. Theoreti-
cians started to consider nonlinear QED phenomena such
as multiphoton Compton scattering or eþe! pair produc-
tion soon after the invention of the laser [1].

In the mid 1990s pioneering studies at SLAC (Stanford,
California) revealed nonlinear QED effects in experiment.
In particular, the first and so far unique observation of
multiphoton pair production was accomplished in colli-
sions of the #50 GeV electron beam from SLAC’s linear
accelerator with an intense laser pulse [2]. The laser fre-
quency and field strength were largely Doppler enhanced
in the rest frame of the high-energy projectile.

The SLAC experiment has triggered substantial theo-
retical efforts on laser-induced eþe! pair creation in the
last decade (see [3,4] for reviews). Most studies consider
pair creation in laser-proton collisions (e.g., [5–8]) or in
counterpropagating laser beams (e.g., [9–11]). Meanwhile,
theoreticians are already considering more refined aspects
of the process such as final-state pair correlations [6], the
influence of more complex fields [8,11], and the creation of
!þ!! pairs [6,7].

Nevertheless, despite all these efforts, no complete QED
calculation of the SLAC experiment exists as yet. One
purpose of the present study is to fill this gap in the theory
of strong-field phenomena, taking advantage of the recent
theoretical progress and advancing it further. Indeed, non-
linear pair creation, both in the perturbative and nonper-
turbative domains, is nowadays becoming accessible to all-
optical setups involving laser acceleration devices. Note
that a recent experiment on powerful laser-solid interaction
observed abundant (linear) pair creation through the con-
version of "-ray bremsstrahlung in the field of gold nuclei
[12].

In comparison with multiphoton pair creation in laser-
proton collisions, the theoretical consideration of laser-
electron collisions is rendered more involved in several

respects. One needs to account for (i) the dressing of the
projectile by the field, (ii) the recoil suffered by the pro-
jectile, (iii) the indistinguishability of the scattered projec-
tile with the created electron of the pair (Pauli principle),
and (iv) the possibility of real photon emission by the
projectile in the field (Compton scattering).
In laser-electron collisions, two pair creation processes

are usually distinguished. The first is of Bethe-Heitler type;
the pair is produced by the absorption ofN laser photons in
the Coulomb field of the incoming electron:

eþ N! ! e0 þ eþe!: (1)

The second is a two-step process where first a high-energy
" photon is generated by Compton backscattering off the
electron beam, which afterwards creates the pair in a
photon-multiphoton collision [1]:

"þ N! ! eþe!: (2)

Reaction (2) represents the strong-field generalization of
the process 2" ! eþe! first studied by Breit and Wheeler
[13] and exhibits a nonperturbative nature at very high
fields. We name it as the multiphoton Breit-Wheeler
process.
The analysis of SLAC’s experimental data [2] relied on

separate simulations of both processes. However, while for
the multiphoton Breit-Wheeler reaction a sophisticated
nonperturbative theory was available [1], the contribution
from the direct process was estimated in a rather approxi-
mate manner [14] based on the Weizsäcker-Williams
method since a formal theory did not exist.
In this Letter we provide a nonperturbative laser-dressed

QED calculation of multiphoton trident pair creation in
laser-electron collisions. Our approach treats the compet-
ing processes (1) and (2) in a unified way and opens deeper
insights into the SLACmeasurements. Further, we evaluate
the creation rates in the fully nonperturbative regimewhich
could be probed by future experiments employing upcom-
ing technologies.
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FIG. 4: Laser frequency dependence of the pair creation rate
in the head-on collision of a VUV pulse (ξ = 10−4) with a
17.5GeV electron. Shown are the separate contributions from
the direct (circles) and two-step (triangles) processes whose
sum yields the total rate [see Eq. (7)].
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FIG. 5: Relation of the optical (527 nm) laser intensity
and the electron energy to give an observable positron rate
∼ 105 s−1 in the lab frame. The pair creation mechanism is
changing from the perturbative few-photon to the nonpertur-
bative tunneling regime, as indicated.

factor. An example is shown in Fig. 4, where a 17.5 GeV
electron [27] collides with an intense soft VUV pulse [28].
Below ωBW ≈ 18 eV, two-photon pair creation is possible
via the direct mechanism only, which can be measured
separately at VUV intensities ∼ 1013W/cm2 (ξ = 10−4).
In this region, the two-step mechanism requiring an addi-
tional photon is strongly suppressed. Above ω ≈ 18 eV,
the N = 2 channel of the two-step process opens and
contributes a comparable share to the total rate.

The SLAC experiment relied on the high-energy elec-
tron beam from a large-scale linear accelerator. Nowa-
days, corresponding pair creation studies could be per-
formed with compact laser wakefield accelerators pro-
ducing few-GeV electron beams [29]. Assuming a laser-
accelerated 5 (2) GeV electron colliding with a second
optical laser pulse of intensity ∼ 1020 (1021)W/cm2, an
observable pair creation rate of ∼ 105 s−1 in the nonper-
turbative (tunneling) regime ξ ≈ 3 (8) results [30]. At the
envisaged high-power (∼ 1025W/cm2) facility ELI [31],
comparable Schwinger tunneling rates can be expected
for p0 ∼ 10MeV already. Another all-optical scheme for
pair creation in two laser beams employs a seed elec-
tron being accelerated directly by the fields [15]. Fig. 5
provides an overview of our results on the total pair pro-
duction rates in various interaction regimes.

In conclusion, a complete QED treatment of multi-
photon trident pair creation in electron-laser collisions

has been presented. It was shown that the SLAC exper-
iment [3] observed nonperturbative signatures. Future
experimental studies, allowing for a clean separation of
the underlying production processes in the perturbative
regime and probing the transition to the fully nonpertur-
bative (tunneling) domain, may rely on relativistic elec-
trons from XFEL beamlines or laser accelerators.
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why the Schwinger effect is such an interesting, 
and difficult, QFT problem

Theoretical Aspects

we think we understand QED, but: 
ultra-intense fields, medium effects, back-reaction, non-equilibrium, ...



-
+

-
+

-+

-
+

-
+

-+
-

+

- +

QED vacuum polarization



QED effective action

⇥Oout | Oin⇤ � exp
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� {Re(�) + i Im(�)}
⇥

dispersive effects: e.g. vacuum birefringence Re (�)

absorptive effects: e.g. vacuum pair productionIm (�)

encodes nonlinear properties of QED due to vacuum polarization
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probability of pair production � 2
� Im (�)

vacuum pair production

vacuum persistence probability
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probability of pair production � 2
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vacuum pair production

vacuum persistence probability
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relativistic analogue of familiar QM:



Heisenberg & Euler



Euler-Heisenberg Effective Action

vacuum polarization due to slowly varying [constant] fields



the proper-time formalism

Stückelberg, Feynman, Schwinger, Nambu, Fock, ...



Feynman’s worldline representation

“We try to represent the amplitude for a particle to get from one point to 
another as a sum over all trajectories of an amplitude exp(i S) where S is 

the classical action for a given trajectory. To maintain the relativistic invariance 
in evidence the idea suggests itself of describing a trajectory in space-time by 

giving the four variables x!(u) as functions of some fifth parameter u 
... (somewhat analogous to proper time) ...”  

aim: extend non-relativistic QM path integral to relativistic QED



Feynman’s worldline representation

“We try to represent the amplitude for a particle to get from one point to 
another as a sum over all trajectories of an amplitude exp(i S) where S is 

the classical action for a given trajectory. To maintain the relativistic invariance 
in evidence the idea suggests itself of describing a trajectory in space-time by 

giving the four variables x!(u) as functions of some fifth parameter u 
... (somewhat analogous to proper time) ...”  

aim: extend non-relativistic QM path integral to relativistic QED

but some paths go backwards in time ?!?





QFT approach: the QED effective action

Dµ = �µ � i
e

�c
Aµ� = ln det (iD/ + m)

Schwinger, 1950-1954

``Incidentally, the probability of actual pair creation is obtained from 
the imaginary part of the electromagnetic field action integral.’’

expressed the QED effective action in terms of functional determinants



QED effective action
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It is shown that Feynman's relativistic solution for- the scattering of an electron (or pair creation) by a
given external Geld is the Fredholm resolvent of the related integral equation and is thus the unique and
absolutely convergent solution for any strength of 6eld.

INTRODUCTION

HE Fredholm theory of integral equations has

been applied to the nonrelativistic theory of

scattering by Jost and Pais. ' We here consider the

extension of this theory to the interaction of the

quantized electron-positron field with a prescribed

external electromagnetic 6eld. This problem has been

considered by Feynman. ' Feynman's solution is most

simply derived from the 5 matrix in the form given by
Dyson. ' The appropriate matrix element for electron

scattering or pair creation is obtained as an expan-

sion in the external field and is normalized by multi-

plying by the vacuum expectation value of the 5
matrix. VVe show that this is identical with the Fred-

holm resolvent of a related integral equation and is

thus absolutely convergent for any strength of the

external Geld, for which the cross section has any

meaning.

ln the first section the Fredholm theory is stated in

a form given by Plemelj, ' which exhibits the Fredholm

solution in terms of the iterations of the kernel and its
traces. These quantities have the advantage over the

usual form of the theory' that they are either the same

as, or closely related to, expressions occurring in the

5 matrix and can be written down directly by Feynman's

graphical methods. The relation of the Fredholm

solution to the solution by iteration is discussed. The

problem of scattering in a pure external field is then

treated in Secs. 2 and 3, with the result stated above.

The case of a static field is related to the work of Jost
and Pais. '

1. FREDHOI, M THEORY

Consider Fredholm's integral equation

x(s) =y(s)+X E(s, t)x(t)dt,

(or x=y+XEx),
*Now at Department of Mathematical Physics, University of

Birmingham, Birmingham, England.
' R. Jost and A. Pais, Phys. Rev. 82, 840 (1951).
~ R. P. Feynman, Phys. Rev. 76, 749 (1949).
3 F. I. Dyson, Phys. Rev. 75, 486, 1736 (1949}.
4 J. Plemelj, Monatsch. Math. 15, 93 (1904).' See, for example, E.T. Whittaker and G. N. Watson, Modern

Analysis (Cambridge University Press, Cambridge, 1940), fourth
edition, Chapter XI.

C,=,r "~E(s, t) tsdsdt&~,

then (1.1) has the unique solution

x(s) =d—'P.) D(X, s, t)y(t)dt,

=d—'(X)A(X, s),

for all X for which d(X) WO. Here

d()t) =Q d.X",
n=o

(1.4)

D(X, s, t)=g D„(s, t))"
n=o

LD(X, s, t) is called the Fredholrn resolvent], where

do= j.,

0'2 S—1 ~ ~ ~ Q

(
—1)" ~s 02 e—2 0

(1.6)

~ ~ ~ 0 2

8(s—t) u 0 0 ~ ~ ~ Q

E(s, t)
(—1)"

D„(s, t) = E'(s, t)

~ ~ e Q

Oj 0'y 's—2 ' ' 0

E"(s, t) o„o„i ~ ~ ~ 0

(1.7)

E(s, u)E" '(u t)du

' F. Smithies, Duke Math. J. 8, 107 (1941).

where the integration may be over a fjxed interval,
. finite or infinite. Smithies has shown that, if E(s, t)
is a measurable function of s and t, and
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extremely difficult

• semiclassical methods: WKB scattering (1 dim)
• quantum kinetic equation (Bogoliubov transformation): numerical (1 dim)
• worldline path integral: numerical and semiclassical (1 dim and >1 dim)
• Dirac-Heisenberg-Wigner method: numerical (1 dim and >1 dim)
• numerical Dirac equation and dispersion relations

QFT problem: compute non-perturbatively
for a gauge field              corresponding to a realistic laser pulseAµ(x)

Im�[A]



extremely difficult

full optimization problem: find              that maximizes Aµ(x) Im�[A]

• optimize within an ansatz
• explicit optimal quantum control algorithms
• physical intuition from semiclassical studies of quantum interference

so far, prohibitively difficult

• semiclassical methods: WKB scattering (1 dim)
• quantum kinetic equation (Bogoliubov transformation): numerical (1 dim)
• worldline path integral: numerical and semiclassical (1 dim and >1 dim)
• Dirac-Heisenberg-Wigner method: numerical (1 dim and >1 dim)
• numerical Dirac equation and dispersion relations

QFT problem: compute non-perturbatively
for a gauge field              corresponding to a realistic laser pulseAµ(x)

Im�[A]



constant E field

monochromatic 
or single pulse

pulse with 
sub-cycle
structure; 

carrier phase
effect

chirped pulse,
Gaussian beam, ...



beyond uniform fields 



�[A] = �
� ⇥

0

dT

T
e�m2T

�
d4x

�

x(T )=x(0)=x

Dx e�S[x]

✦ ensemble of closed spacetime loops: weight

✦ probe with Wilson loop operator

✦ ensemble independent of form of 

e�
R T
0 d� ẋµAµ(x)

e�
1
4

R T
0 d� ẋ2

Aµ(x)

numerical worldline Monte Carlo Gies/Klingmüller 2005

imaginary part?
exponentially small?



periodic (closed loop) solution = “worldline instanton”

classical Euclidean equations of motion

�[A] = �
� ⇥

0

dT

T
e�m2T

�
d4x

�

x(T )=x(0)=x

Dx e�S[x]

GD, Schubert 2005
GD, Gies, Schubert, Wang, 2006

semiclassical approximation : “instanton dominance”

worldline instantons

technically difficult for multi-dimensional fields : complex instantons

ẍµ = Fµ⌫(x) ẋ⌫



computational simplification : scalar QED

one-dimensional inhomogeneities one-dim. QM scattering problem�

�[A] = ln det (i D/ + m)

b⇥p
a⇥p
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The scheme of a simultaneous multiple pulse focusing on one spot naturally arises from the structural

features of projected new laser systems, such as the Extreme Light Infrastructure (ELI) and High Power

laser Energy Research (HiPER). It is shown that the multiple pulse configuration is beneficial for

observing eþe" pair production from a vacuum under the action of sufficiently strong electromagnetic

fields. The field of focused pulses is described using a realistic three-dimensional model based on an exact

solution of the Maxwell equations. The eþe" pair production threshold in terms of electromagnetic field

energy can be substantially lowered if, instead of one or even two colliding pulses, multiple pulses are

focused on one spot. The multiple pulse interaction geometry gives rise to subwavelength field features in

the focal region. These features result in the production of extremely short eþe" bunches.

DOI: 10.1103/PhysRevLett.104.220404 PACS numbers: 12.20.Ds

One of the most profound phenomena in the quantum
electrodynamics of intense fields is the production of
electron-positron (eþe") pairs from a vacuum under the
action of a strong electromagnetic (EM) field [1–4]. This
nonlinear phenomenon attracts significant interest due to
the fact that it lies beyond the scope of perturbation theory
and sheds light on the nonlinear quantum electrodynamics
properties of the vacuum. The eþe" production by strong
EM fields in vacuum is crucial for understanding a number
of astrophysical phenomena [5]. This process also places a
natural physical limit on attainable laser pulse intensity due
to EM pulse energy depletion [6,7]. Moreover the process
of pair production was extensively discussed in a number
of papers on the particle formation process in high energy
hadronic interaction and the creation of quark-gluon plas-
mas [8]. The pair production process was first considered
in a static electric field, then its theoretical description was
extended to time-varying electric fields [9]. Until recently,
these results were generally believed to be purely of theo-
retical interest since the value of the electric field strength
needed to produce a noticeable quantity of eþe" pairs, the
critical quantum electrodynamics field ES ¼ m2

ec
3=e@ ¼

1:32$ 1016 V=cm (the corresponding intensity IS ¼
E2
S=4! ¼ 4:65$ 1029 W=cm2), seemed to be unreachable

experimentally. However, the rapid development of laser
technologies promises substantial growth of peak laser
intensities. The intensity I ¼ 2$ 1022 W=cm2 is already
available [10] and projects to achieve I ¼ 1026–28 W=cm2

[11–13] are under way. Therefore various aspects of pair
production by focused laser pulses are becoming urgent for
experiments and are currently gaining much attention
[6,14].

The way to obtain EM field strength close to ES in the
laboratory frame lies in generating very short and sharply
focused laser pulses. Analytically, such pulses can be

described by a realistic three-dimensional model devel-
oped in Ref. [15]. Unlike the case of a spatially homoge-
neous time-varying electric field [9], this model is based on
an exact solution to the Maxwell equations and was suc-
cessfully used in [6] for studying the effect of eþe" pair
creation by focused circularly polarized laser pulses in
vacuum. It was shown, in particular, that the effect be-
comes experimentally observable at intensities on the order
of I ¼ 1028 W=cm2 % IS for a single focused pulse. This
is explained by a huge value of the preexponential factor in
the formula for the number of created pairs which is of the
order of the ratio of the effective laser pulse 4-volume,
where pairs are effectively created, to the characteristic
Compton 4-volume. It was also shown that the threshold
intensity for the case of two head-on colliding laser pulses
is much lower and is on the order of 1026 W=cm2 % IS. A
similar result was demonstrated recently in Ref. [16],
where the superposition of a focused optical pulse with
an x-ray beam is shown to enhance the pair production.
In the present Letter we use this model [15] to consider

the effect of eþe" pair creation in vacuum by several
colliding coherent linearly polarized laser pulses. Such
configurations are justified by the fact that the scheme of
simultaneous multiple pulse focusing arises naturally from
the structural features of projected new laser systems, such
as Extreme Light Infrastructure (ELI) [12] and High Power
laser Energy Research (HiPER) [13], and is implemented
at the National Ignition Facility (NIF) [17]. We argue that
superposition of four or more pulses essentially enhances
the effect of pair production as compared with the case of a
single or even two colliding pulses of the same total input
energy. The total 4-volume of the resultant field decreases
while the peak field grows. The number of created pairs
depends on the peak field exponentially while the effective
laser pulse 4-volume decreases as a power. This explains
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A Way to Lower the Threshold 

of Pair Production from 

Vacuum 

N pulses N
±

at W=10 kJ W(kJ)
to produce one pair

2 9.0 x 10-19 40

4 3.0 x 10-9 20

8 4.0 10

16 1.8 x 103 8

24 4.2 x 106 5.1

eþe" pair production than a single pulse or even a super-
position of two pulses.

The spiky temporal profile of the invariant electric field
should lead to the production of very short electron and
positron bunches with characteristic duration much smaller
then the radiation period. The duration of the central bunch
can be estimated as follows: first, we approximate the
invariant electric field as ! ¼ !0ð1"

P
ii
2=r2i Þ, i ¼ x, y,

z, t. Here rt ¼ T=4, rx ¼ "=2, ry ¼ "=4, and rz ¼ "=4,
"=4, and "=2 for 2, 8, and 24 pulses, respectively. Then we
set # ¼ 0 and integrate (1) over space. We get the follow-
ing expression for the dependence of the number of pro-
duced pairs on time:

nðtÞ ¼ rxryrz
4$2l4C

½!ðtÞ'7=2 exp
!
" $

!ðtÞ

"
: (6)

Here !ðtÞ ¼ !0½1" t2=ðrtÞ2'. The duration of the bunch at
FWHM is !t ¼ ðln2Þ1=2ð7=2þ $=!0Þ"1=2T=2. For !0 ¼
0:08 (two pulses) the electron pulse duration is about
0.064 T (190 as for T ¼ 3 fs). For !0 ¼ 0:16 (eight pulses)
the electron pulse duration is about 0.086 T (260 as for T ¼
3 fs). For !0 ¼ 0:21 (24 pulses) the electron pulse duration
is about 0.097 T (290 as for T ¼ 3 fs). The results of
numerical calculations of bunch duration agree with this
estimate !t ¼ 0:062 T for 2 pulses, !t ¼ 0:089 T for 8
pulses, and !t ¼ 0:1 T for 24 pulses.

In conclusion, we have shown that the simultaneous
focusing of multiple colliding pulses will lead to a signifi-
cant reduction of the threshold energy needed for the pair
production to become observable compared to the case of
one or even two pulses. It is due to the localization of the
EM energy in a smaller volume and to a redistribution of
energy in favor of the electric field. According to the
results presented in this Letter a system like ELI or
HiPER with 10 kJ of energy in 8 pulses with a duration
of about 10 fs will be able to observe the eþe" pair
production from a vacuum by the direct action of the EM
field. And for 24 pulses, the resulting intensity is more than
adequate to produce a significant number of eþe" pairs.
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TABLE I. The number of eþe" pairs (Neþe" ) produced by
different numbers of pulses (the total energy is 10 kJ and ! ¼
0:3). The threshold value total energy needed to produce one
eþe" pair is shown in the third column for different numbers of
pulses.

n Neþe" at W ¼ 10 kJ Wth, kJ (Neþe" ( 1)

2 0a 40
4 0b 20
8 4.0 10

16 1:8) 103 8
24 4:2) 106 5.1

aThe average number of pairs is 9:0) 10"19.
bThe average number of pairs is 3:0) 10"9.
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E(t) = E sech2(� t) + � sech2(⇥ t)

� =
m ⇥

e E
“mixed” Keldysh parameter

significant 
enhancement of e�Ainst

strong, slow field plus weak, fast field

large effective ", but 
still nonperturbative

E

�

which we apply to the following specific example: we
consider a strong and slow electric field pulse superim-
posed by a weak and fast pulse, both spatially homoge-
neous,

E ðtÞ ¼ E

cosh2ð!tÞ ez þ
"

cosh2ð!tÞ ez (4)

with ES % E % " > 0 and m % ! % !> 0. With only
one such pulse (say " ¼ 0), the corresponding pair creation
rate can be computed analytically [10]. For the superim-
posed dual-pulse form in (4), we can compute the pair
creation rate semiclassically using an analytic continuation
to Euclidean time x4 via

A3ðx4Þ ¼ &i
E

!
tanð!x4Þ & i

"

!
tanð!x4Þ; (5)

with the tunneling exponent being related to the action of
the worldline instanton [17]. Starting with the worldline
representation of the path integral, we may use the electron
mass m as a large parameter (assuming qE ' m2 and
! ' m) for the saddle point approximation. The saddle
points corresponding to the tunneling events are worldline
instantons x! ¼ ½0; 0; x3ð"Þ; x4ð"Þ) which are closed loops
in Euclidean space-time satisfying the equation of motion

!
dx4
d"

"
2
þ q2

!
E tanð!x4Þ

m!
þ " tanð!x4Þ

m!

"
2
¼ 1; (6)

where d"2 ¼ dx23 þ dx24 is the proper time. This equation
describes the classical motion of a particle in a potential.
For small ", the second term tanð!x4Þ acts as an infinitely
high rectangular well potential and just reflects instanton
trajectories x4ð"Þ at the walls !x4 ¼ *#=2. Between the
walls, we have an approximately harmonic oscillation due
to ! ' ! and thus tanð!x4Þ + !x4. The structure of the
solution x4ð"Þ depends on the combined Keldysh adiaba-
ticity parameter

$ ¼ m!

qE
: (7)

Note that the relevant Keldysh parameter in this multiscale
problem is formed out of the dominant frequency ! of the
fast pulse on the one hand and the dominant field strength
E of the slow pulse on the other hand. For small $ ' 1, we
approach the pure Schwinger limit, whereas large $ do not
correspond to a pure multiphoton regime [5] as measured
in the SLAC E-144 experiment [6]; large $ still involve
both multiphotons of frequency ! as well as a nonpertur-
bative dependence on E.

For small Keldysh parameters $< #=2, the instanton
trajectories do not reach the walls and reflection does not
occur; i.e., the tanð!x4Þ term has no impact. In this case,
the weak pulse is too slow to create pairs significantly, and
we essentially reproduce Schwinger’s result. Beyond this
threshold, $> #=2, however, the instanton trajectories
x4ð"Þ change due to reflection at the walls, and the instan-

ton action becomes modified

A inst ¼ m
I

d"
!
dx4
d"

"
2
¼ 4m

Z ",

0
d"

!
dx4
d"

"
2

(8)

with ", ¼ ðm=½qE)Þ arcsinð#=½2$)Þ being the reflection
points. Consequently, we obtain (for $ - #=2)

A inst +
m2

qE

#
2 arcsin

!
#

2$

"
þ #

2$2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4$2 & #2

q %
: (9)

At the threshold, $ ¼ #=2, we reproduce the Schwinger
value Ainst ¼ #m2=ðqEÞ % 1, as one would expect.
Above the threshold, $> #=2, the instanton action Ainst

decreases significantly. For example, for $ ¼ #, it is re-
duced by about 40%. For $ ! 1, it decays as 1=$ in
agreement with the expected multiphoton behavior [5].
For larger ", the threshold behavior becomes smoother;
see Fig. 2. Since the pair creation probability, determined
by the imaginary part of the effective action "½A!) ¼
&i lnhinjouti, depends exponentially on the instanton ac-
tion, i.e., the saddle point value,

Im ð"½A!)Þ . expf&Ainstg %%1; (10)

such a reduction ofAinst implies a drastic enhancement of
the pair creation probability Imð"½A!)Þ; e.g., a reduction of
40% in the exponent could make the difference between a
suppression of 10&10 and 10&6, which could mean a few
electron-positron pairs per day, instead of one per year. Of
course, one could also reduce Ainst by a factor of 2 via
doubling the field E. However, such strong fields are at the
edge of present experimental capabilities and focusing two
ultrahigh intensity pulses into the same space-time region
is much harder than superimposing the strong pulse and a

1 2 3 4 5
γ

2.0

2.5

3.0

inst

FIG. 2 (color online). Plots of the instanton action [in units of
m2=ðqEÞ] for the electric field in (4), computed using the world-
line instanton method, and plotted as a function of the combined
Keldysh parameter $ defined in (7). The upper (red) dots
correspond to ! ¼ 100 ! and E ¼ 100", while the lower
(blue) dots correspond to ! ¼ 10 ! and E ¼ 10". The solid
lines show the Schwinger value of #, estimated in the text to be
valid for $< #=2, and the expression (9), estimated in the text
to be valid for $> #=2. The numerical results agree very well
with these estimates in the relevant limit where E % " and ! %
!.
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We study electron-positron pair creation from the Dirac vacuum induced by a strong and slowly varying

electric field (Schwinger effect) which is superimposed by a weak and rapidly changing electromagnetic

field (dynamical pair creation). In the subcritical regime where both mechanisms separately are strongly

suppressed, their combined impact yields a pair creation rate which is dramatically enhanced. Intuitively

speaking, the strong electric field lowers the threshold for dynamical particle creation—or, alternatively,

the fast electromagnetic field generates additional seeds for the Schwinger mechanism. These findings

could be relevant for planned ultrahigh intensity lasers.

DOI: 10.1103/PhysRevLett.101.130404 PACS numbers: 12.20.Ds, 11.15.Tk

As first realized by Dirac [1], a consistent relativistic
quantum description of electrons necessarily involves
negative energy levels, which—in the Dirac-sea pic-
ture—are filled up in the vacuum state. This entails the
striking possibility of pulling an electron out of the vacuum
by means of some external influence, such as a (classical)
electromagnetic field [2], where the remaining hole in the
Dirac sea is then associated with a positron. Of course, to
create such an electron-positron pair out of the vacuum,
one has to overcome the energy gap of 2mc2 between the
filled and the empty levels. There are basically two main
mechanisms for doing so: In a strong electric field E over a
sufficiently long distance L, ‘‘virtual’’ electron-positron
pair fluctuations may gain this energy when qEL !
2mc2. This pair creation process is called the Schwinger
mechanism [3,4] and can be understood as tunneling
through the classically forbidden region (energy gap).
Thus it is suppressed exponentially Oð expð#!ES=EÞÞ
for weak fields E, where ES ¼ m2c3=ð@qÞ is the
Schwinger critical field. For E ’ ES, the work done by
separating the electron-positron pair over a Compton
wavelength is of the order of the energy gap 2mc2.
Alternatively, a classical time-dependent electromagnetic
field will also create electron-positron pairs in general
(dynamical pair creation). However, if the frequency !
of the external field is not large enough, @!< 2mc2, these
nonadiabatic corrections correspond to higher-order (i.e.,
multiphoton) processes and are also suppressed exponen-
tially exp½#Oð1=!Þ' for small ! [5]. These pair-
production processes are fundamental predictions of quan-
tum electrodynamics, but only the multiphoton production
process has so far been observed experimentally: the posi-
tron data taken at the SLAC E-144 experiment have con-
vincingly been explained by n-photon production with
n ’ 5 [6]. However, a verification of the Schwinger mecha-

nism has still remained an experimental challenge [7].
Since the Schwinger mechanism is nonperturbative in the
field, its discovery would help in the exploration of the
nonperturbative realm of quantum field theory in a con-
trolled fashion. Here, we propose a new mechanism which
can help to overcome the strong exponential suppression.
The basic idea is similar in spirit to ideas in the study of
atomic physics in strong fields, where new experimental
and theoretical results show that controlled engineering of
special electric field pulse shapes can enhance certain
interesting physical processes, such as high-harmonic gen-
eration and above threshold ionization (for reviews, see
[8]).
Many previous theoretical studies of pair production

[5,9–12] have been motivated by the seminal work of
Keldysh [13] on atomic ionization in time-dependent elec-
tric fields; in particular, the crossover between the two
main mechanisms of pair creation due to strong constant
electric fields and due to those with spatial or temporal
variations has been of interest. It turns out that spatial
variations tend to diminish the pair creation rate [10,12],
whereas a time dependence typically increases the effect
[11,14]. However, a realistic experimental situation is usu-
ally far more complex and may involve various frequency
and amplitude scales over a wide range. This motivates us
to study electron-positron pair creation in the presence of a
strong and slow electric field plus weak and fast electro-
magnetic wiggles. We assume that the slow electric field E
is strong but still far below the Schwinger limit ES, and that
the frequency of the weak electromagnetic wiggles is
smaller than twice the electron mass. As explained before,
the pair creation rate of each effect separately is strongly
suppressed in this case. As we shall demonstrate below,
however, their combined impact may be much stronger,
i.e., yield an enhanced pair creation rate. These findings
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Tunneling electron-positron pair production is studied in a new setup in which a strong low-frequency

and a weak high-frequency laser field propagate in the same direction and collide head-on with a

relativistic nucleus. The electron-positron pair-production rate is calculated analytically in the limit in

which in the nucleus rest frame, the strong field is undercritical and the frequency of the weak field is

below and close to the pair-production threshold. By changing the frequency of the weak field, one can

reduce the tunneling barrier substantially. As a result, tunneling pair production is shown to be observable

with presently available technology.
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Electron-positron (eþ-e!) pair creation from vacuum in
the presence of a constant and uniform electric field was
predicted for the first time in the paper [1] (see also [2,3]).
The typical electric field strength at which spontaneous
eþ-e! pair creation from vacuum occurs is now known as
the ‘‘critical’’ field of quantum electrodynamics (QED)
and it is given by Ecr ¼ m2=e ¼ 1:3$ 1016 V=cm. Here,
e and m are the absolute value of the electron charge and
the electron mass, respectively, and units with @ ¼ c ¼ 1
are used. It is remarkable that the probability of pair
creation contains a nonperturbative dependence on the
electric field amplitude E and on the charge e through
the factor expð!!Ecr=EÞ. This suggests the interpretation
of the process as a ‘‘tunneling’’ of the electron through an
energy barrier of 2m from the negative energy levels of the
Dirac ‘‘sea’’ to the positive ones [2]. Moreover, this result
cannot be obtained at any order in perturbative QED, and it
can represent a truly deep probe of the validity of QED.
However, tunneling pair production has not yet been ob-
served experimentally essentially due to the wide tunneling
barrier 2m and consequently to the large value of Ecr.

High-power lasers are a source of intense electromag-
netic fields, and nowadays peak electric fields of the order
of 10!4Ecr have been obtained corresponding to laser
intensities of the order of 1022 W=cm2 [4]. Moreover,
Petawatt laser systems are under construction aiming at
laser intensities of the order of 1023 W=cm2 [5]. Finally,
intensities of the order of 1026 W=cm2 are envisaged at the
Extreme Light Infrastructure (ELI) [6]. eþ-e! pair creation
in a single plane wave is forbidden by energy-momentum
conservation [3]; however, it has been investigated instead
theoretically in the collision of a photon and a plane wave
[7,8], of a nucleus and a plane wave [9–11], and also in the
head-on collision of two equal laser beams [12–14] (see
also the recent reviews [15] for further references). In this
last case, since the pair-creation process is confined in a
space region of the order of a Compton wavelength "c ¼
1=m ¼ 3:8$ 10!11 cm, the resulting standing wave origi-
nating by the superposition of the two counterpropagating

plane waves is often approximated as a time-dependent
electric field [16–19]. If E is the peak electric field, as-
sumed to be much smaller than Ecr, and ! its carrier
angular frequency, the parameter # ¼ eE=m! determines
the regime of pair production [16]. On the one hand, the
parameter # can be interpreted as the ratio of the external
field oscillation period and the typical pair formation time.
Therefore, if # ' 1, the field is almost constant during the
pair-production process and the production rate scales as in
the constant-field case, i.e., as expð!!Ecr=EÞ character-
istic for the tunneling regime [3]. On the other hand, the
parameter # can also be interpreted as the work carried out
by the external field on the electron in one "c divided by
the photon energy!. Therefore, in the opposite limit, # (
1 photon exchanges with the external field are unlikely and
the field itself can be treated perturbatively. The pair-
production process occurs in this limit essentially with
the absorption of 2m=! photons from the external field,
and the pair-production rate scales as #4m=! corresponding
to the multiphoton regime [16].
The only currently feasible proposals to observe laser-

induced pair creation in ion-laser collision have been in the
multiphoton regime [20], while in the collision of two laser
beams, intensities at least of the order of 1024 W=cm2 are
required [13]. Experimental evidence of eþ-e! pair cre-
ation has been reported in [21] where this process was
observed in the multiphoton regime and in [22] where the
large pair yield measured was predominately due to the
Bethe-Heitler process.
In this Letter, we put forward a realistic scheme to

observe tunneling eþ-e! pair creation in the head-on col-
lision of a relativistic nucleus with a strong, low-frequency
and a weak, high-frequency laser field that propagate in the
same direction [see Fig. 1(a)]. The pair-creation rate is
calculated analytically taking into account exactly the
strong field and to leading order the weak and the nuclear
field in the limit in which in the rest frame of the nucleus,
the peak electric field of the strong laser is much smaller
than Ecr and the frequency !w of the weak field is close to
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We investigate electron-positron pair production from vacuum for short laser pulses with a subcycle

structure, in the nonperturbative regime (Schwinger pair production). We use the nonequilibrium quantum

kinetic approach and show that the momentum spectrum of the created electron-positron pairs is

extremely sensitive to the subcycle dynamics—depending on the laser frequency !, the pulse length !,
and the carrier phase "—and shows several distinctive new signatures. This observation could not only

help in the design of laser pulses to optimize the experimental signature of Schwinger pair production but

also ultimately lead to new probes of light pulses at extremely short time scales.
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Electron-positron pair production due to the instability
of the quantum electrodynamics (QED) vacuum in an
external electric field is a remarkable nonperturbative pre-
diction of QED [1–3] that has not yet been directly ob-
served. Significant recent advances in laser technology
have raised hopes that the required critical field strength
of Ecr ! 1016 V=cm may soon be within experimental
reach [4–6], either in optical high-intensity laser facilities
such as Vulcan or ELI [7] or in x-ray free electron laser
(XFEL) facilities [8]. Observation of this elusive phenome-
non in the nonperturbative domain would complement the
perturbative multiphoton pair production seen at Stanford
Linear Accelerator Center E144 using nonlinear Compton
scattering [9]. Moreover, it would represent a significant
advance in our understanding of nonperturbative phe-
nomena in quantum field theory, with potentially important
lessons for related phenomena such as Unruh and Hawking
radiation. The Schwinger mechanism has also been used to
study various nonperturbative phenomena: e.g., string
breaking in the strong interactions [10], pair production
in supercritical fields [11], neutrino production in a fermi-
onic density gradient [12], and saturation in heavy-ion
collisions [13]. Since the basic physics is quantum tunnel-
ing, the effect is exponentially weak, and so it is important
to search for distinctive signs that might facilitate its
detection. Here we consider a realistic laser pulse with
subcycle structure and find distinctive new signatures in
the momentum distribution of the produced pairs. We also
explain these signatures by relating the nonequilibrium
quantum kinetic approach [14–19] to the quantum-
mechanical scattering description [20–22].

The original estimates [1–3] assumed a constant and
uniform external electric field, but realistic ultrastrong
fields are realized in short pulse, focused lasers. We con-
centrate here on the time dependence of the electromag-
netic field and neglect spatial variations, assuming that the

spatial focusing scale is much larger than the Compton
wavelength. This approximates the experimental situation
of two counterpropagating short laser pulses, generating a
standing-wave electric field which is approximately spa-
tially homogeneous in the interaction region, such that
~EðtÞ ¼ ð0; 0; EðtÞÞ, with (see Fig. 1)

EðtÞ ¼ E0 cosð!tþ"Þ exp
!
& t2

2!2

"
: (1)

Here ! is the laser frequency, ! defines the total pulse
length, and " is the ‘‘carrier phase’’ (carrier-envelope
absolute phase). We are motivated to investigate the
carrier-phase dependence of the Schwinger mechanism
by the sensitive carrier-phase dependence of strong-field
ionization experiments in atomic, molecular, and optical
physics [23]. It is convenient to introduce the parameter
# ¼ !! as a measure of the number of oscillation cycles
within the Gaussian envelope pulse. This type of electro-
magnetic field configuration can be represented by a time-
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FIG. 1. Shape of the electric field Eq. (1), for carrier phase
" ¼ 0, when passing from # ¼ 3 (dotted line) to # ¼ 4 (dashed
line) to # ¼ 5 (solid line). The pure Gaussian field (dashed-
dotted line) is given as a reference.

PRL 102, 150404 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending

17 APRIL 2009

0031-9007=09=102(15)=150404(4) 150404-1 ! 2009 The American Physical Society

$ : carrier phase



E(t) = E0 cos(⇤ t + ⇥) exp
�
� t2

2�2

⇥

oscillations due to 
quantum interference

⇥ =
�

2

sensitive dependence on the other shape parameters, such
as !.

In fact, there is an even more distinctive dependence on
the carrier phase " upon which the form of the scattering

potential !!2ð ~k; tÞ is extremely sensitive. The carrier-
phase dependence is difficult to discuss in the WKB ap-
proach, because a nonzero carrier phase breaks the EðtÞ ¼
Eð!tÞ symmetry of the pulse shape, which in turn makes
the imaginary time treatment of the WKB scattering prob-
lem significantly more complicated [21]. But in the quan-
tum kinetic approach, the carrier phase causes no
computational problems; it is just another parameter. We
have found that the introduction of the carrier phase makes
the oscillatory behavior in the longitudinal momentum
distribution even more pronounced. This is shown in
Figs. 3 and 4, where the momentum distribution function
is plotted for " ¼ !#=4 and " ¼ !#=2. We see that, for
the same values of the other parameters, the oscillatory
behavior becomes more distinct as the phase offset in-
creases. The most distinctive momentum signature, how-
ever, is found for " ¼ !#=2, when the electric field is
totally antisymmetric. In this case, the asymptotic distri-

bution function fð ~k; tÞ vanishes at the minima of the oscil-
lations, as shown in Fig. 4. This feature also has a direct
analogue in the scattering picture: For an antisymmetric
field, the gauge potential Eq. (2) is symmetric, and so is the

scattering potential well !!2ð ~k; tÞ. In this case, perfect
transmission is possible for certain resonance momenta,
corresponding to zero reflection and thus zero pair produc-
tion. Also note that the center of the distribution shifts from
pkð1Þ ¼ 0 to a nonzero value again. These carrier-phase
effects provide distinctive signatures, strongly suggesting a
new experimental strategy and probe in the search for
Schwinger pair production.

These momentum signatures can also be understood in a
quantum-mechanical double-slit picture, which has first
been developed in the context of above-threshold ioniza-
tion with few-cycle laser pulses [35]: In this picture, the
oscillations are fringes in the momentum spectrum that
result from the interference of temporally separated pair

creation events. The fringes are large for" ¼ !#=2, since
then the field strength has two peaks of equal size (though
opposite sign) which act as two temporally separated slits.
Moving the carrier phase away from " ¼ !#=2 corre-
sponds to gradually opening or closing the slits, resulting in
a varying degree of which-way information and thus a
varying contrast of the interference fringes. A quantitative
consequence of this double-slit picture is that the width of
the envelope of the oscillations in the distribution function
is related to the temporal width of the slits. Thewidth of the
envelope of oscillations thus also becomes a probe of the
subcycle structure of the laser.
To complete the physical picture, we consider the over-

all envelope of the longitudinal momentum distribution,
again for " ¼ 0, averaging over the rapid oscillations.
When there are more than three cycles per pulse (! *
3), the peak of the momentum distribution is located near
pkð1Þ ¼ 0, whereas for ! & 3 the peak is shifted to a
nonzero value. Furthermore, the Gaussian width of the
employed WKB approximation Eq. (4), which scales
with

ffiffiffiffiffiffiffiffi
eE0

p
=~$, is obviously somewhat broader than the

true distribution, as is shown in Fig. 5. We can quantify
this discrepancy in the width, by extending the WKB result
beyond the Gaussian approximation inherent in Eq. (4). We
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FIG. 3. Asymptotic distribution function fð ~k;1Þ for ~k? ¼ 0
for ! ¼ 5, E0 ¼ 0:1Ecr, and " ¼ !#=4. The center of the
distribution is shifted to pkð1Þ % 102 keV.
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FIG. 4. Asymptotic distribution function fð ~k;1Þ for ~k? ¼ 0
for ! ¼ 5, E0 ¼ 0:1Ecr, and " ¼ !#=2. The center of the
distribution is shifted to pkð1Þ % 137 keV.
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FIG. 5. Comparison of the asymptotic distribution function

fð ~k;1Þ for ~k? ¼ 0 (oscillating solid line) with the prediction
of Eq. (4) (dotted line) and the improved WKB approximation
based on an expansion of Eq. (5) (dashed line) for ! ¼ 5, E0 ¼
0:1Ecr, and " ¼ 0.
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In fact, there is an even more distinctive dependence on
the carrier phase " upon which the form of the scattering

potential !!2ð ~k; tÞ is extremely sensitive. The carrier-
phase dependence is difficult to discuss in the WKB ap-
proach, because a nonzero carrier phase breaks the EðtÞ ¼
Eð!tÞ symmetry of the pulse shape, which in turn makes
the imaginary time treatment of the WKB scattering prob-
lem significantly more complicated [21]. But in the quan-
tum kinetic approach, the carrier phase causes no
computational problems; it is just another parameter. We
have found that the introduction of the carrier phase makes
the oscillatory behavior in the longitudinal momentum
distribution even more pronounced. This is shown in
Figs. 3 and 4, where the momentum distribution function
is plotted for " ¼ !#=4 and " ¼ !#=2. We see that, for
the same values of the other parameters, the oscillatory
behavior becomes more distinct as the phase offset in-
creases. The most distinctive momentum signature, how-
ever, is found for " ¼ !#=2, when the electric field is
totally antisymmetric. In this case, the asymptotic distri-

bution function fð ~k; tÞ vanishes at the minima of the oscil-
lations, as shown in Fig. 4. This feature also has a direct
analogue in the scattering picture: For an antisymmetric
field, the gauge potential Eq. (2) is symmetric, and so is the

scattering potential well !!2ð ~k; tÞ. In this case, perfect
transmission is possible for certain resonance momenta,
corresponding to zero reflection and thus zero pair produc-
tion. Also note that the center of the distribution shifts from
pkð1Þ ¼ 0 to a nonzero value again. These carrier-phase
effects provide distinctive signatures, strongly suggesting a
new experimental strategy and probe in the search for
Schwinger pair production.

These momentum signatures can also be understood in a
quantum-mechanical double-slit picture, which has first
been developed in the context of above-threshold ioniza-
tion with few-cycle laser pulses [35]: In this picture, the
oscillations are fringes in the momentum spectrum that
result from the interference of temporally separated pair

creation events. The fringes are large for" ¼ !#=2, since
then the field strength has two peaks of equal size (though
opposite sign) which act as two temporally separated slits.
Moving the carrier phase away from " ¼ !#=2 corre-
sponds to gradually opening or closing the slits, resulting in
a varying degree of which-way information and thus a
varying contrast of the interference fringes. A quantitative
consequence of this double-slit picture is that the width of
the envelope of the oscillations in the distribution function
is related to the temporal width of the slits. Thewidth of the
envelope of oscillations thus also becomes a probe of the
subcycle structure of the laser.
To complete the physical picture, we consider the over-

all envelope of the longitudinal momentum distribution,
again for " ¼ 0, averaging over the rapid oscillations.
When there are more than three cycles per pulse (! *
3), the peak of the momentum distribution is located near
pkð1Þ ¼ 0, whereas for ! & 3 the peak is shifted to a
nonzero value. Furthermore, the Gaussian width of the
employed WKB approximation Eq. (4), which scales
with
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true distribution, as is shown in Fig. 5. We can quantify
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beyond the Gaussian approximation inherent in Eq. (4). We
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We investigate electron-positron pair production from vacuum for short laser pulses with a subcycle

structure, in the nonperturbative regime (Schwinger pair production). We use the nonequilibrium quantum

kinetic approach and show that the momentum spectrum of the created electron-positron pairs is

extremely sensitive to the subcycle dynamics—depending on the laser frequency !, the pulse length !,
and the carrier phase "—and shows several distinctive new signatures. This observation could not only

help in the design of laser pulses to optimize the experimental signature of Schwinger pair production but

also ultimately lead to new probes of light pulses at extremely short time scales.
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Electron-positron pair production due to the instability
of the quantum electrodynamics (QED) vacuum in an
external electric field is a remarkable nonperturbative pre-
diction of QED [1–3] that has not yet been directly ob-
served. Significant recent advances in laser technology
have raised hopes that the required critical field strength
of Ecr ! 1016 V=cm may soon be within experimental
reach [4–6], either in optical high-intensity laser facilities
such as Vulcan or ELI [7] or in x-ray free electron laser
(XFEL) facilities [8]. Observation of this elusive phenome-
non in the nonperturbative domain would complement the
perturbative multiphoton pair production seen at Stanford
Linear Accelerator Center E144 using nonlinear Compton
scattering [9]. Moreover, it would represent a significant
advance in our understanding of nonperturbative phe-
nomena in quantum field theory, with potentially important
lessons for related phenomena such as Unruh and Hawking
radiation. The Schwinger mechanism has also been used to
study various nonperturbative phenomena: e.g., string
breaking in the strong interactions [10], pair production
in supercritical fields [11], neutrino production in a fermi-
onic density gradient [12], and saturation in heavy-ion
collisions [13]. Since the basic physics is quantum tunnel-
ing, the effect is exponentially weak, and so it is important
to search for distinctive signs that might facilitate its
detection. Here we consider a realistic laser pulse with
subcycle structure and find distinctive new signatures in
the momentum distribution of the produced pairs. We also
explain these signatures by relating the nonequilibrium
quantum kinetic approach [14–19] to the quantum-
mechanical scattering description [20–22].

The original estimates [1–3] assumed a constant and
uniform external electric field, but realistic ultrastrong
fields are realized in short pulse, focused lasers. We con-
centrate here on the time dependence of the electromag-
netic field and neglect spatial variations, assuming that the

spatial focusing scale is much larger than the Compton
wavelength. This approximates the experimental situation
of two counterpropagating short laser pulses, generating a
standing-wave electric field which is approximately spa-
tially homogeneous in the interaction region, such that
~EðtÞ ¼ ð0; 0; EðtÞÞ, with (see Fig. 1)

EðtÞ ¼ E0 cosð!tþ"Þ exp
!
& t2

2!2

"
: (1)

Here ! is the laser frequency, ! defines the total pulse
length, and " is the ‘‘carrier phase’’ (carrier-envelope
absolute phase). We are motivated to investigate the
carrier-phase dependence of the Schwinger mechanism
by the sensitive carrier-phase dependence of strong-field
ionization experiments in atomic, molecular, and optical
physics [23]. It is convenient to introduce the parameter
# ¼ !! as a measure of the number of oscillation cycles
within the Gaussian envelope pulse. This type of electro-
magnetic field configuration can be represented by a time-
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FIG. 1. Shape of the electric field Eq. (1), for carrier phase
" ¼ 0, when passing from # ¼ 3 (dotted line) to # ¼ 4 (dashed
line) to # ¼ 5 (solid line). The pure Gaussian field (dashed-
dotted line) is given as a reference.
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Particle production due to external fields (electric, chromoelectric, or gravitational) requires evolving

an initial state through an interaction with a time-dependent background, with the rate being computed

from a Bogoliubov transformation between the in and out vacua. When the background fields have

temporal profiles with substructure, a semiclassical analysis of this problem confronts the full subtlety of

the Stokes phenomenon: WKB solutions are only local, while the production rate requires global

information. We give a simple quantitative explanation of the recently computed [Phys. Rev. Lett. 102,
150404 (2009)] oscillatory momentum spectrum of eþe" pairs produced from vacuum subjected to a

time-dependent electric field with subcycle laser pulse structure. This approach also explains naturally

why for spinor and scalar QED these oscillations are out of phase.
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The Schwinger effect, the nonperturbative production of
electron-positron pairs from vacuum in an external electric
field, is a highly nontrivial prediction of QED [1–3], but the
physical scales are such that it is so weak that it has not yet
been directly observed. Recent experimental advances [4]
have raised hopes that lasers may achieve fields just 1 or
2 orders of magnitude below the critical field strength of
Ecr # 1016 V=cm, either in optical high-intensity laser
facilities such as HiPER (Rutherford Laboratory) and the
Extreme Light Infrastructure (ELI), or in x-ray free elec-
tron laser facilities. Theoretically, recent analyses suggest
that the nonperturbative Schwinger effect may be observ-
able at these lower field strengths, by careful shaping and
combining of laser pulses leading to a ‘‘dynamically as-
sisted Schwinger mechanism’’ enhancement [5–10]. The
most important message is that the detailed shape of the
laser pulse is significant, which motivates the extension
presented here of the standard WKB approach to include
more realistic laser field profiles.

Observation of the Schwinger effect in the nonperturba-
tive domain has the potential to yield valuable insight into
analogous gravitational effects [11,12], such as Unruh and
Hawking radiation, where direct experiments are not fea-
sible, and where issues such as backreaction and out-of-
equilibrium physics are poorly understood. The basic phys-
ics is also relevant for atomic, molecular, astrophysics, and
plasma physics with ultrahigh intensity lasers, where non-
perturbative effects are crucial [13,14], for heavy ion col-
lisions [15], and for the Landau-Zener effect.

We model the electric field in the focal region of two
counterpropagating laser pulses by a spatially homogene-
ous electric field ~EðtÞ ¼ ð0; 0; EðtÞÞ, with vector potential
~AðtÞ ¼ ð0; 0; AðtÞÞ, such that EðtÞ ¼ " _AðtÞ with

EðtÞ ¼ E0 cosð!tþ!Þ exp½"t2=ð2"2Þ(: (1)

Even in this approximation where we neglect spatial focus-
ing, the laser field may involve many physical scales,
leading to interesting new phenomena [16]. Here ! is the

laser frequency, " defines the pulse length, and ! is the
‘‘carrier-phase’’ offset. The first surprising result in [16]
was that the longitudinal momentum spectrum of the pro-
duced electron-positron pairs is extremely sensitive to the
value of !", even when ! ¼ 0. For !" * 4, the momen-
tum spectrum exhibits oscillations, and these become dra-
matically enhanced as ! increases, to the point where at
! ¼ #=2 the spectrum develops minima with zero pro-
duced pairs (see Fig. 4 in [16]). The second surprising
result in [16] was that the oscillatory minima and maxima
are interchanged between spinor and scalar QED. By con-
trast, when computing the total pair production rate (ob-
tained by an integral over the momenta), one
conventionally approximates the case of real spinor QED
by scalar QED, with an overall multiplicative spin factor
of 2. A direct application of the usual semiclassical
‘‘imaginary time method’’ (ITM) [17–21] to this problem
does not account for these oscillations, let alone for the
difference of phase between spinor and scalar QED. Here
we show that the Stokes phenomenon gives a quantitative
semiclassical explanation of both these effects.
The essential physical interpretation of these oscillations

is a resonance effect in the corresponding quantum me-
chanical scattering problem [16]. This same physical ex-
planation has also been noted for the photoelectron
spectrum in atomic ionization [19], where such oscillations
have been observed [22,23]. We turn this physical picture
into a quantitative method. This should also be relevant for
the matterless double-slit experiment [16,24]. Recall that
with a time-dependent electric field, the pair production
process can be reduced to a one-dimensional over-the-
barrier ‘‘quantum mechanical’’ scattering problem
[3,17,18], with effective ‘‘Schrödinger equation’’ (in t
rather than x)

€!þQ2ðtÞ! ¼ 0; Q2ðtÞ ) m2 þ p2
? þ ½p" AðtÞ(2

(2)

coming from the Klein-Gordon equation for the particle in
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The Schwinger effect, the nonperturbative production of
electron-positron pairs from vacuum in an external electric
field, is a highly nontrivial prediction of QED [1–3], but the
physical scales are such that it is so weak that it has not yet
been directly observed. Recent experimental advances [4]
have raised hopes that lasers may achieve fields just 1 or
2 orders of magnitude below the critical field strength of
Ecr # 1016 V=cm, either in optical high-intensity laser
facilities such as HiPER (Rutherford Laboratory) and the
Extreme Light Infrastructure (ELI), or in x-ray free elec-
tron laser facilities. Theoretically, recent analyses suggest
that the nonperturbative Schwinger effect may be observ-
able at these lower field strengths, by careful shaping and
combining of laser pulses leading to a ‘‘dynamically as-
sisted Schwinger mechanism’’ enhancement [5–10]. The
most important message is that the detailed shape of the
laser pulse is significant, which motivates the extension
presented here of the standard WKB approach to include
more realistic laser field profiles.

Observation of the Schwinger effect in the nonperturba-
tive domain has the potential to yield valuable insight into
analogous gravitational effects [11,12], such as Unruh and
Hawking radiation, where direct experiments are not fea-
sible, and where issues such as backreaction and out-of-
equilibrium physics are poorly understood. The basic phys-
ics is also relevant for atomic, molecular, astrophysics, and
plasma physics with ultrahigh intensity lasers, where non-
perturbative effects are crucial [13,14], for heavy ion col-
lisions [15], and for the Landau-Zener effect.

We model the electric field in the focal region of two
counterpropagating laser pulses by a spatially homogene-
ous electric field ~EðtÞ ¼ ð0; 0; EðtÞÞ, with vector potential
~AðtÞ ¼ ð0; 0; AðtÞÞ, such that EðtÞ ¼ " _AðtÞ with

EðtÞ ¼ E0 cosð!tþ!Þ exp½"t2=ð2"2Þ(: (1)

Even in this approximation where we neglect spatial focus-
ing, the laser field may involve many physical scales,
leading to interesting new phenomena [16]. Here ! is the

laser frequency, " defines the pulse length, and ! is the
‘‘carrier-phase’’ offset. The first surprising result in [16]
was that the longitudinal momentum spectrum of the pro-
duced electron-positron pairs is extremely sensitive to the
value of !", even when ! ¼ 0. For !" * 4, the momen-
tum spectrum exhibits oscillations, and these become dra-
matically enhanced as ! increases, to the point where at
! ¼ #=2 the spectrum develops minima with zero pro-
duced pairs (see Fig. 4 in [16]). The second surprising
result in [16] was that the oscillatory minima and maxima
are interchanged between spinor and scalar QED. By con-
trast, when computing the total pair production rate (ob-
tained by an integral over the momenta), one
conventionally approximates the case of real spinor QED
by scalar QED, with an overall multiplicative spin factor
of 2. A direct application of the usual semiclassical
‘‘imaginary time method’’ (ITM) [17–21] to this problem
does not account for these oscillations, let alone for the
difference of phase between spinor and scalar QED. Here
we show that the Stokes phenomenon gives a quantitative
semiclassical explanation of both these effects.
The essential physical interpretation of these oscillations

is a resonance effect in the corresponding quantum me-
chanical scattering problem [16]. This same physical ex-
planation has also been noted for the photoelectron
spectrum in atomic ionization [19], where such oscillations
have been observed [22,23]. We turn this physical picture
into a quantitative method. This should also be relevant for
the matterless double-slit experiment [16,24]. Recall that
with a time-dependent electric field, the pair production
process can be reduced to a one-dimensional over-the-
barrier ‘‘quantum mechanical’’ scattering problem
[3,17,18], with effective ‘‘Schrödinger equation’’ (in t
rather than x)

€!þQ2ðtÞ! ¼ 0; Q2ðtÞ ) m2 þ p2
? þ ½p" AðtÞ(2

(2)

coming from the Klein-Gordon equation for the particle in
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Particle production due to external fields (electric, chromoelectric, or gravitational) requires evolving

an initial state through an interaction with a time-dependent background, with the rate being computed

from a Bogoliubov transformation between the in and out vacua. When the background fields have

temporal profiles with substructure, a semiclassical analysis of this problem confronts the full subtlety of

the Stokes phenomenon: WKB solutions are only local, while the production rate requires global

information. We give a simple quantitative explanation of the recently computed [Phys. Rev. Lett. 102,
150404 (2009)] oscillatory momentum spectrum of eþe" pairs produced from vacuum subjected to a

time-dependent electric field with subcycle laser pulse structure. This approach also explains naturally

why for spinor and scalar QED these oscillations are out of phase.
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The Schwinger effect, the nonperturbative production of
electron-positron pairs from vacuum in an external electric
field, is a highly nontrivial prediction of QED [1–3], but the
physical scales are such that it is so weak that it has not yet
been directly observed. Recent experimental advances [4]
have raised hopes that lasers may achieve fields just 1 or
2 orders of magnitude below the critical field strength of
Ecr # 1016 V=cm, either in optical high-intensity laser
facilities such as HiPER (Rutherford Laboratory) and the
Extreme Light Infrastructure (ELI), or in x-ray free elec-
tron laser facilities. Theoretically, recent analyses suggest
that the nonperturbative Schwinger effect may be observ-
able at these lower field strengths, by careful shaping and
combining of laser pulses leading to a ‘‘dynamically as-
sisted Schwinger mechanism’’ enhancement [5–10]. The
most important message is that the detailed shape of the
laser pulse is significant, which motivates the extension
presented here of the standard WKB approach to include
more realistic laser field profiles.

Observation of the Schwinger effect in the nonperturba-
tive domain has the potential to yield valuable insight into
analogous gravitational effects [11,12], such as Unruh and
Hawking radiation, where direct experiments are not fea-
sible, and where issues such as backreaction and out-of-
equilibrium physics are poorly understood. The basic phys-
ics is also relevant for atomic, molecular, astrophysics, and
plasma physics with ultrahigh intensity lasers, where non-
perturbative effects are crucial [13,14], for heavy ion col-
lisions [15], and for the Landau-Zener effect.

We model the electric field in the focal region of two
counterpropagating laser pulses by a spatially homogene-
ous electric field ~EðtÞ ¼ ð0; 0; EðtÞÞ, with vector potential
~AðtÞ ¼ ð0; 0; AðtÞÞ, such that EðtÞ ¼ " _AðtÞ with

EðtÞ ¼ E0 cosð!tþ!Þ exp½"t2=ð2"2Þ(: (1)

Even in this approximation where we neglect spatial focus-
ing, the laser field may involve many physical scales,
leading to interesting new phenomena [16]. Here ! is the

laser frequency, " defines the pulse length, and ! is the
‘‘carrier-phase’’ offset. The first surprising result in [16]
was that the longitudinal momentum spectrum of the pro-
duced electron-positron pairs is extremely sensitive to the
value of !", even when ! ¼ 0. For !" * 4, the momen-
tum spectrum exhibits oscillations, and these become dra-
matically enhanced as ! increases, to the point where at
! ¼ #=2 the spectrum develops minima with zero pro-
duced pairs (see Fig. 4 in [16]). The second surprising
result in [16] was that the oscillatory minima and maxima
are interchanged between spinor and scalar QED. By con-
trast, when computing the total pair production rate (ob-
tained by an integral over the momenta), one
conventionally approximates the case of real spinor QED
by scalar QED, with an overall multiplicative spin factor
of 2. A direct application of the usual semiclassical
‘‘imaginary time method’’ (ITM) [17–21] to this problem
does not account for these oscillations, let alone for the
difference of phase between spinor and scalar QED. Here
we show that the Stokes phenomenon gives a quantitative
semiclassical explanation of both these effects.
The essential physical interpretation of these oscillations

is a resonance effect in the corresponding quantum me-
chanical scattering problem [16]. This same physical ex-
planation has also been noted for the photoelectron
spectrum in atomic ionization [19], where such oscillations
have been observed [22,23]. We turn this physical picture
into a quantitative method. This should also be relevant for
the matterless double-slit experiment [16,24]. Recall that
with a time-dependent electric field, the pair production
process can be reduced to a one-dimensional over-the-
barrier ‘‘quantum mechanical’’ scattering problem
[3,17,18], with effective ‘‘Schrödinger equation’’ (in t
rather than x)

€!þQ2ðtÞ! ¼ 0; Q2ðtÞ ) m2 þ p2
? þ ½p" AðtÞ(2
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coming from the Klein-Gordon equation for the particle in

PRL 104, 250402 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
25 JUNE 2010

0031-9007=10=104(25)=250402(4) 250402-1 ! 2010 The American Physical Society

�2(t) = m2 + p2
� + (p⇥ �A(t))2

t = +�
t = �⇥

local !   we need global information

quantum
interference

�̈+ !2(t)� = 0



3

Stokes and anti-Stokes lines. Since there are two pairs of
t.p.’s, the WKB analysis leading to (4) and (5) must be
generalized to account for the crossing of multiple Stokes
and anti-Stokes lines for multiple pairs of t.p.’s in evolv-
ing from t = −∞ to t = +∞. This corresponds to the
case of over-the-barrier scattering with two bumps in the
scattering potential, which has been solved in [36] using
the phase integral approximation (PIA). Adapting their
result, we find the simple expression

t1 t3

t2 t4

Re!t"

Im!t"

FIG. 2: The 4 complex turning points, t1, . . . , t4, for the
field (6), showing also the anti-Stokes lines (solid, blue, lines),
Stokes lines (dotted, black, lines) and the integration contours
(dashed, red, lines) used in (7) and (8).

Nscalar ≈ e−2K1 + e−2K2 + 2 cos(2α) e−K1−K2 (7)
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In fact, in this case K1 = K2, so we can write Nscalar ≈
4 cos2(α)e−2K1 . Note the appearance in (7) of the in-
terference term, cos(2α), involving an integral between
different pairs of turning points. This term is responsible
for the oscillations in the momentum spectrum, as shown
in Fig. 3 where we compare (7) with the exact numerical
result, and with a näıve application of the ITM result (4),
just taking the first two terms in (7). The agreement of
(7) with the numerical result is excellent. A generaliza-
tion to more than two pairs of t.p.’s is discussed in [37].

Having given a quantitative semiclassical explanation
of the longitudinal momentum oscillations for scalar
QED, we now turn to spinor QED, for which there is
a similar scattering formulation [18, 20, 26]. The key
difference is that the unitarity conditions on the spinor

1.0 1.5 2.0 2.5
p#m

5.!10"9

1.!10"8

1.5!10"8

2.!10"8
N

FIG. 3: Longitudinal momentum spectrum of e+ e− pairs for
the field (6), for E = 0.2, ω = 0.1, all in units of m. The solid
lines are our WKB expressions in (7) and (8), the dashed lines
are exact numerical results, and the dotted (red) line is the
näıve ITM expression, neglecting the interference term. The
oscillatory blue lines are scalar QED and the oscillatory black
lines are spinor QED. The quantitative agreement of (7) and
(8) with the numerics is excellent.

Bogoliubov coefficients have a reversed sign relative to
the scalar case: now |α|2 + |β|2 = 1. This changes the
form of the F-matrix of the PIA in [36], and is ultimately
related to the double-valuedness of the spinor wavefunc-
tion. We find the scalar result (7) is modified to

Nspinor ≈ e−2K1 + e−2K2 − 2 cos(2α) e−K1−K2 (8)

where theKi and α are defined as in (7). The only change
is the sign of the interference term. (When K1 = K2, as
for the field in (6), we have Nspinor ≈ 4 sin2(α) e−2K1 .)
Physically, this term is produced by interference between
waves reflected by the double-bump structure, and for
fermions there is an additional phase shift on reflection,
which ultimately leads to this sign change. In Fig. 3 we
plot this spinor result (8) and we see that it is in excellent
agreement with the exact numerical results. The results
(7) and (8) explain clearly why the oscillations are out
of phase between spinor and scalar QED, and why the
envelope of the two is the näıve ITM result. Of course,
if one is interested only in the total pair production rate,
obtained by integrating over p, then the difference be-
tween spinor and scalar QED is washed out, and agrees
with the answer obtained by integrating over the enve-
lope result coming from just the first two terms in (7)
or (8), since they oscillate about the same envelope. To
conclude, we sketch in Fig. 4 the turning points of the
carrier-phase field in (1), for the case φ = π/2. Note
that there are infinitely many pairs of complex conju-
gate t.p.’s. But the two pairs of t.p.’s closest to the real
axis dominate, and using formulas (7) and (8), we re-
produce the oscillatory behavior of the electron-positron
longitudinal momentum spectrum found numerically in
[16]. When φ = 0 the sensitivity to the value of ωτ can
also be understood in terms of the location of the t.p.’s.
Our result is general and simple to use, and has appli-

quantum interference and quantum statistics

scalar QED

spinor QED

⇥ =
�

2 naive WKB

oscillations due to interference effects between pairs of complex turning points: 
“Stokes phenomenon”

|R|2 � e�2W1 + e�2W2 ± 2 cos(2�)e�W1�W2



-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

E(t) = E0 cos(�t) e�
t2

2�2 E(t) = E0 sin(�t) e�
t2

2�2



2

the matrix elements depend parametrically on k, the lon-
gitudinal momentum of the produced electron/positron
pair. Clearly, we have Nk = |cp

k(t = +⌃)|2.
Now consider time evolution of two successive pulses,

as illustrated in Fig. 1. There are two paths to arrive

|0�

|0�

|0�

|0�

|pair�k |pair�k

|pair�k

T

1
�

1
�

FIG. 1: A sequence of four electric field pulses, alternating in
sign, each of width 1/�, equally separated by a time delay T .

at a final pair, |0 ⇧ |0 ⇧ |pair k, or |0 ⇧ |pair k ⇧
|pair k, and the accumulated phase di⇥erence between
the two amplitudes leads to quantum interference:

N two pulse
k ⌅ 4 cos2 [⌅k] N one pulse

k (3)

where the interference angle is given below [see eq ...].
A qualitative physical understanding of this quan-

tum interference can be given in terms of avoided level-
crossings between the instantaneous eigenvalues, ⇧± =
±

⌃
E2
k + �2

k, from (2). The maximum e⇥ect occurs for
the level-crossings at Ek ⌅ 0. For example, for a constant
electric field, A(t) = �E t, there is a crossing at t0 =
� k

eE ± i m
eE . The imaginary part leads to the exponential

behavior of the particle number, N ⇤ exp
�
�m2⌃/(eE)

⇥
,

in analogy with the Landau-Zener argument [5]. For
two successive electric field pulses, we must distinguish
between the case of alternating signs or same-signs, as
shown in Fig. 1. For the alternating-sign set-up we can
have two di⇥erent level-crossings for the same momen-
tum k, and therefore we have interference. On the other
hand, for the same-sign set-up, we cannot have two dif-
ferent level-crossings for the same momentum k, so there
is no interference. This is shown in Fig. 2. For the
alternating-sign set-up, the di⇥erence between real parts
of the two level crossings depends on the time delay T
and also on the momentum k. With this is mind, we pro-
pose to build a Ramsey interferometer by applying to the
QED vacuum a sequence of equally-spaced alternating-
sign electric field pulses. For a fixed momentum mode k,
the particle number depends on the time-delay T between
pulses via the standard Fabry-Perot form, as shown in
Fig. 3. For a fixed time delay T , the interference de-
pends on k, as shown in Fig. 4.

Building on this qualitative description, a precise quan-
titative treatment can be given as follows. The time-

t1 t2

k

t

A�t⇥

t1 t2

k1

k2

t

A�t⇥

FIG. 2: The first plot has a single avoided level-crossing, and
has no interference. The second has two such crossings, at the
same k value, and interference occurs. The last plot, with a
monotonic A(t) has crossings at di�erent k, so no interference.

121 122 123 124 125
T

1

�

FIG. 3: The particle number at the central peak value of
momentum, normalized by N2 times the single pulse result,
as a function of the time delay T . The first plot is for N = 2
and the second is for N = 10.

evolution in (2) can be converted to a simple Riccati
equation for the ratio Rk = ⇥k/�k:

Ṙk = �
ṗ⇧ ⇤⇤
2�2

k

⇤
e�2i

R t Qk + R2
ke2i

R t �k

⌅
(4)

This can be solved numerically, but deeper physical in-
sight can be gained from a semiclassical approximation
[32]. The turning points [where Ek(t) = 0] lie in the com-
plex t plane, and since A(t) is real, they occur in com-
plex conjugate pairs. For this QED problem, one finds
the amplitude as a sum over contributions from di⇥erent
turning points [33]

Rk ⌅
⇧

tp

(�1)p ei �/2 e�2i
R tp
�⇥ Ek(t) dt (5)

N alternating sign pulses

coherent N2 enhancement of 
certain modes

time domain multiple-slit 
quantum interference effect
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Sequences of alternating-sign time-dependent electric field pulses lead to coherent interference effects

in Schwinger vacuum pair production, producing a Ramsey interferometer, an all-optical time-domain

realization of the multiple-slit interference effect, directly from the quantum vacuum. The interference,

obeying fermionic quantum statistics, is manifest in the momentum dependence of the number of

produced electrons and positrons along the linearly polarized electric field. The central value grows

like N2 for N pulses [i.e., N ‘‘slits’’], and the functional form is well described by a coherent multiple-slit

expression. This behavior is generic for many driven quantum systems.
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Double-slit experiments form a cornerstone of interfer-
ometry in optics and in quantum mechanics. The double-
slit equivalent in the time domain constitutes Ramsey
interferometry [1], and has been widely studied in atomic
systems [2–5]. Here we propose a new realization of
Ramsey interferometry using the Schwinger effect,
namely, the nonperturbative production of electron-
positron pairs when an external electric field is applied to
the quantum electrodynamical (QED) vacuum [6,7]. The
analogy between double-slit interference and the
Schwinger effect was suggested in [8], and a spatial real-
ization of an all-optical double-slit experiment using vac-
uum polarization effects has been proposed [9]. A
multiple-slit analogy has also been made for finite plane-
wave pulses in stimulated laser pair production [10]. The
elusive Schwinger effect has attracted recent renewed in-
terest, prompted by the possibility of experimental realiza-
tion in ultraintense laser field systems [11,12]. It has been
realized that the ‘‘Schwinger limit’’ laser intensity of
4! 1029 W=cm2 is not necessarily a strict limit, and might
be lowered by several orders of magnitude by manipulation
of the form of the laser pulses [13–17]. Here we propose a
temporal pulse sequence setup that acts as a Ramsey
interferometer and leads, for the number of pairs created,
to an N2 enhancement factor for N pulses, due to coherent
quantum interference. Our description relies on a general
quantitative method which applies to a broad range of
similar interference phenomena for quantum fields of
different quantum statistics, driven by time-dependent
perturbations. Interference phenomena are familiar from
strong-field atomic and molecular physics, in the theory of
atomic ionization [18]. They constitute the basis for the
interpretation of photoionization spectra as time-domain
realizations of the double-slit experiment [3], and for
pulses having maximal carrier phase offset. Thus, similar
ideas apply directly to a wide variety of physical systems
involving time-dependent tunneling [19], Landau-Zener
effect [20–22], driven atomic systems [23], chemical

reactions [24,25], Hawking radiation [26], cosmological
particle production [27], heavy ion collisions [28,29], and
the dynamical Casimir effect [30].
Consider the QED vacuum subject to a linearly polar-

ized time-dependent electric field ~E ¼ ð0; 0; EðtÞÞ, with

vector potential ~A ¼ ð0; 0; AðtÞÞ, and EðtÞ ¼ % _AðtÞ. For
such an applied field, spatial momentum is a good
quantum number, so we decompose the spinor quantum
field operators into modes labeled by their spatial mo-
menta. A Bogoliubov transformation from the initial
time-independent basis of fermionic particle-antiparticle
creation and annihilation operators, ak and by%k, to a

time-dependent basis, ~akðtÞ and ~by%kðtÞ, is [31]:
~akðtÞ
~by%kðtÞ

 !
¼

!kðtÞ %"&
kðtÞ

"kðtÞ !&
kðtÞ

 !
ak

by%k

 !
: (1)

The fermionic anticommutation relations are preserved by
the unitarity condition, j!kðtÞj2 þ j"kðtÞj2 ¼ 1, and the
time evolution is:

_!k ¼ !kðtÞe2i
R

t Ekðt0Þdt0"kðtÞ
_"k ¼ %!kðtÞe%2i

R
t Ekðt0Þdt0!kðtÞ

(2)

where

E2
kðtÞ ¼ m2 þ k2? þ ½k% AðtÞ)2

!kðtÞ ¼ EðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ k2?

q
=ð2E2

kðtÞÞ:
(3)

with the notation k ¼ ðk?; kÞ. It is useful to reexpress the
time evolution (3) as a two-level problem. For each

mode k, define a two-level system by c0k ¼ !ke
%i
R

t Ek ,

cpk ¼ "ke
i
R

t Ek , with time evolution:

i
d

dt
c0k
cpk

" #
¼ EkðtÞ i!kðtÞ

%i!kðtÞ %EkðtÞ
" #

c0k
cpk

" #
: (4)
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N N!pulse
k "

8
<
:
N 1!pulse

k sin2½N!k$=cos2½!k$; N even

N 1!pulse
k cos2½N!k$=cos2½!k$; N odd

:

(13)

This result has the expected form of a Fabry-Perot inter-

ference pattern, with the single-pulse number N 1!pulse
k ¼

exp½!2Kk$ from (10) playing the role of the single-slit
intensity distribution, modulated by the interference term
for N equally spaced slits.

Figure 5 shows this approximate multiple-slit result (13)
compared to the numerical result for the N ¼ 10 antisym-
metric configuration of pulses. The first observation is that
the envelope does indeed behave as N2 times the single-
pulse profile, behavior characteristic of multiple-slit inter-
ference, resulting in a 100-fold increase of the central peak
for the ten-slit configuration. Furthermore, we see clearly
the narrowing of the central peaks, another feature of
multiple-slit interference. Beyond these qualitative com-
ments, the quantitative agreement between the semiclassi-
cal result (13) and numerics is also surprisingly good,
especially for the central peaks.

To conclude, in this Letter we have described a Ramsey
multiple-time-slit interference effect for pairs created
from the QED vacuum. We have shown that interference
occurs for a sequence of alternating-sign pulses of the
electric field and we have proposed a qualitative descrip-
tion based on a study of avoided crossings in a two-level
system. We have presented a quantitative semiclassical
description which gives approximate results in excellent
agreement with the exact numerical solutions. The result-
ing Ramsey interference leads to a coherent enhancement,
which may be viewed as another route towards the
Schwinger effect. The physical description in terms of
quantum interference and avoided-level crossings is versa-
tile, and suggests that it would be worthwhile studying

other more complex pulse sequences, such as periodic,
quasiperiodic or disordered, that might lead to even
stronger (exponential) localization of modes [36]. While
our QED discussion here was for fermions, both the ideas
and analysis generalize straightforwardly to bosons,
suggesting potential applications to driven Bose-Einstein
condensates or superfluids.
This work was supported in part by the DOE Grant
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As a quantitative illustration, consider first a single pulse
EðtÞ ¼ Esech2ð!tÞ, using AðtÞ ¼ $E=! tanhð!tÞ. We set
k? ¼ 0, as the dominant production is along the field
direction. There is an infinite tower of turning points
(tp, t

%
p), given by !tp ¼ arctanhðim$ kÞ þ ip!, but the

dominant contribution comes clearly from the pair closest
to the real t axis. There is no interference, and the number
of pairs created in momentum k is well described by the
familiar expression

N 1$pulse
k ' exp½$2Kk); Kk ¼

!!!!!!!!
Z t%0

t0

EkðtÞ
!!!!!!!!: (10)

This expression agrees well with the numerical result, and
it is shown in Figs. 3 and 5 as a smooth envelope function.

Now consider two such linearly polarized pulses, of
opposite sign (antisymmetric configuration), separated
by a time delay T, namely EðtÞ ¼ Esech2½!ðt$ T=2Þ)$
Esech2½!ðtþ T=2Þ), with AðtÞ ¼ E=!f1þ tanh½!ðt$
T=2Þ) $ tanh½!ðtþ T=2Þ)g. The turning point structure
is now more complicated, but the dominant turning
points form two complex conjugate pairs t* and t%*,
whose locations are well approximated by

t*ðkÞ ¼ *T=2þ 1

2!
ln
"
Eþ!ðkþ imÞ
E$!ðkþ imÞ

#
: (11)

These turning points move as functions of longitudinal
momentum k, but always form a rectangular array of
two complex conjugate pairs with imaginary parts of
equal magnitude. The integral between the real parts
of the different turning points t* yields a quantitative
expression for the interference angle "k appearing in (6)
[35]:

"k ¼
Z ReðtþÞ

Reðt$Þ
EkðtÞdt: (12)

These approximate expressions (6) and (12) are shown
in Fig. 3, in excellent agreement with the exact numeri-
cal result. Notice the characteristic oscillatory form of a
double-slit Ramsey interference pattern, underneath an
envelope that is 22 times the single-pulse result in (10).
Starting from (9), we can also analyze the case of two

identical electric pulses in the symmetric configuration.
Since the momentum k is fixed, the turning point structure
involves now only one pair of (complex conjugate) turning
points for the dominant contribution, as for a single pulse,
thus leading to no interference. This result is in complete
agreement with the more qualitative picture leading to (6)
and explained in Fig. 2.
We propose now to generalize the results (6) and (12),

for the antisymmetric setup, to build an interferometer by
applying to the QED vacuum a sequence of equally spaced
alternating-sign electric field pulses. For a fixed momen-
tum mode k, the number of pairs created depends on the
time delay T between pulses via the standard Fabry-Perot
form, as shown in Fig. 4.
For such a field, there are N dominant complex conju-

gate pairs of turning points, all equally distant from the real
axis, given approximately by the expressions (11), dis-
placed by steps of T along the real axis. Thus, when
the pulses are well separated compared to their width,

T + 1=!, all the KðpÞ
k -type integrals are approximately

equal for each set of turning points, and given by Kk in

(10). Moreover, the phase integrals "ðp;p
0Þ

k between the real
parts of the different turning points are approximately
integer multiples of the phase integral "k for the two-pulse
case given in (12). Therefore, the sum over all turning
points in (9) is coherent, leading to a simple expression
for the number of created pairs,

FIG. 3 (color online). Number of pairs created N 2$pulse
k , as a

function of longitudinal momentum k, for the antisymmetric
configuration of the two electric pulses. Here E ¼ :1, ! ¼ :04,
and T ¼ 200:2, all in units where m ¼ 1. The solid [blue] curve
is the exact result, the dotted [red] curve is the approximate two-
slit expression (6), and the dashed [black] envelope curve is 22

times the single-slit expression (10).

FIG. 4 (color online). The number of pairs created at the central
peak value of momentum, normalized by N2 times the single-
pulse result, as a function of the time delay T. The dashed [red]
curve is for N ¼ 2, and the solid [blue] curve is for N ¼ 10.
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the matrix elements depend parametrically on k, the lon-
gitudinal momentum of the produced electron/positron
pair. Clearly, we have Nk = |cp

k(t = +⌃)|2.
Now consider time evolution of two successive pulses,

as illustrated in Fig. 1. There are two paths to arrive

|0�

|0�

|0�

|0�

|pair�k |pair�k

|pair�k

T

1
�

1
�

FIG. 1: A sequence of four electric field pulses, alternating in
sign, each of width 1/�, equally separated by a time delay T .

at a final pair, |0 ⇧ |0 ⇧ |pair k, or |0 ⇧ |pair k ⇧
|pair k, and the accumulated phase di⇥erence between
the two amplitudes leads to quantum interference:

N two pulse
k ⌅ 4 cos2 [⌅k] N one pulse

k (3)

where the interference angle is given below [see eq ...].
A qualitative physical understanding of this quan-

tum interference can be given in terms of avoided level-
crossings between the instantaneous eigenvalues, ⇧± =
±

⌃
E2
k + �2

k, from (2). The maximum e⇥ect occurs for
the level-crossings at Ek ⌅ 0. For example, for a constant
electric field, A(t) = �E t, there is a crossing at t0 =
� k

eE ± i m
eE . The imaginary part leads to the exponential

behavior of the particle number, N ⇤ exp
�
�m2⌃/(eE)

⇥
,

in analogy with the Landau-Zener argument [5]. For
two successive electric field pulses, we must distinguish
between the case of alternating signs or same-signs, as
shown in Fig. 1. For the alternating-sign set-up we can
have two di⇥erent level-crossings for the same momen-
tum k, and therefore we have interference. On the other
hand, for the same-sign set-up, we cannot have two dif-
ferent level-crossings for the same momentum k, so there
is no interference. This is shown in Fig. 2. For the
alternating-sign set-up, the di⇥erence between real parts
of the two level crossings depends on the time delay T
and also on the momentum k. With this is mind, we pro-
pose to build a Ramsey interferometer by applying to the
QED vacuum a sequence of equally-spaced alternating-
sign electric field pulses. For a fixed momentum mode k,
the particle number depends on the time-delay T between
pulses via the standard Fabry-Perot form, as shown in
Fig. 3. For a fixed time delay T , the interference de-
pends on k, as shown in Fig. 4.

Building on this qualitative description, a precise quan-
titative treatment can be given as follows. The time-

t1 t2

k

t

A�t⇥

t1 t2

k1

k2

t

A�t⇥

FIG. 2: The first plot has a single avoided level-crossing, and
has no interference. The second has two such crossings, at the
same k value, and interference occurs. The last plot, with a
monotonic A(t) has crossings at di�erent k, so no interference.
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FIG. 3: The particle number at the central peak value of
momentum, normalized by N2 times the single pulse result,
as a function of the time delay T . The first plot is for N = 2
and the second is for N = 10.

evolution in (2) can be converted to a simple Riccati
equation for the ratio Rk = ⇥k/�k:

Ṙk = �
ṗ⇧ ⇤⇤
2�2

k

⇤
e�2i

R t Qk + R2
ke2i

R t �k

⌅
(4)

This can be solved numerically, but deeper physical in-
sight can be gained from a semiclassical approximation
[32]. The turning points [where Ek(t) = 0] lie in the com-
plex t plane, and since A(t) is real, they occur in com-
plex conjugate pairs. For this QED problem, one finds
the amplitude as a sum over contributions from di⇥erent
turning points [33]

Rk ⌅
⇧

tp

(�1)p ei �/2 e�2i
R tp
�⇥ Ek(t) dt (5)
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realization of the multiple-slit interference effect, directly from the quantum vacuum. The interference,

obeying fermionic quantum statistics, is manifest in the momentum dependence of the number of

produced electrons and positrons along the linearly polarized electric field. The central value grows
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Double-slit experiments form a cornerstone of interfer-
ometry in optics and in quantum mechanics. The double-
slit equivalent in the time domain constitutes Ramsey
interferometry [1], and has been widely studied in atomic
systems [2–5]. Here we propose a new realization of
Ramsey interferometry using the Schwinger effect,
namely, the nonperturbative production of electron-
positron pairs when an external electric field is applied to
the quantum electrodynamical (QED) vacuum [6,7]. The
analogy between double-slit interference and the
Schwinger effect was suggested in [8], and a spatial real-
ization of an all-optical double-slit experiment using vac-
uum polarization effects has been proposed [9]. A
multiple-slit analogy has also been made for finite plane-
wave pulses in stimulated laser pair production [10]. The
elusive Schwinger effect has attracted recent renewed in-
terest, prompted by the possibility of experimental realiza-
tion in ultraintense laser field systems [11,12]. It has been
realized that the ‘‘Schwinger limit’’ laser intensity of
4! 1029 W=cm2 is not necessarily a strict limit, and might
be lowered by several orders of magnitude by manipulation
of the form of the laser pulses [13–17]. Here we propose a
temporal pulse sequence setup that acts as a Ramsey
interferometer and leads, for the number of pairs created,
to an N2 enhancement factor for N pulses, due to coherent
quantum interference. Our description relies on a general
quantitative method which applies to a broad range of
similar interference phenomena for quantum fields of
different quantum statistics, driven by time-dependent
perturbations. Interference phenomena are familiar from
strong-field atomic and molecular physics, in the theory of
atomic ionization [18]. They constitute the basis for the
interpretation of photoionization spectra as time-domain
realizations of the double-slit experiment [3], and for
pulses having maximal carrier phase offset. Thus, similar
ideas apply directly to a wide variety of physical systems
involving time-dependent tunneling [19], Landau-Zener
effect [20–22], driven atomic systems [23], chemical

reactions [24,25], Hawking radiation [26], cosmological
particle production [27], heavy ion collisions [28,29], and
the dynamical Casimir effect [30].
Consider the QED vacuum subject to a linearly polar-

ized time-dependent electric field ~E ¼ ð0; 0; EðtÞÞ, with

vector potential ~A ¼ ð0; 0; AðtÞÞ, and EðtÞ ¼ % _AðtÞ. For
such an applied field, spatial momentum is a good
quantum number, so we decompose the spinor quantum
field operators into modes labeled by their spatial mo-
menta. A Bogoliubov transformation from the initial
time-independent basis of fermionic particle-antiparticle
creation and annihilation operators, ak and by%k, to a

time-dependent basis, ~akðtÞ and ~by%kðtÞ, is [31]:
~akðtÞ
~by%kðtÞ

 !
¼

!kðtÞ %"&
kðtÞ

"kðtÞ !&
kðtÞ

 !
ak

by%k

 !
: (1)

The fermionic anticommutation relations are preserved by
the unitarity condition, j!kðtÞj2 þ j"kðtÞj2 ¼ 1, and the
time evolution is:

_!k ¼ !kðtÞe2i
R

t Ekðt0Þdt0"kðtÞ
_"k ¼ %!kðtÞe%2i

R
t Ekðt0Þdt0!kðtÞ

(2)

where

E2
kðtÞ ¼ m2 þ k2? þ ½k% AðtÞ)2

!kðtÞ ¼ EðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ k2?

q
=ð2E2

kðtÞÞ:
(3)

with the notation k ¼ ðk?; kÞ. It is useful to reexpress the
time evolution (3) as a two-level problem. For each

mode k, define a two-level system by c0k ¼ !ke
%i
R

t Ek ,

cpk ¼ "ke
i
R

t Ek , with time evolution:

i
d

dt
c0k
cpk

" #
¼ EkðtÞ i!kðtÞ

%i!kðtÞ %EkðtÞ
" #

c0k
cpk

" #
: (4)
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N N!pulse
k "

8
<
:
N 1!pulse

k sin2½N!k$=cos2½!k$; N even

N 1!pulse
k cos2½N!k$=cos2½!k$; N odd

:

(13)

This result has the expected form of a Fabry-Perot inter-

ference pattern, with the single-pulse number N 1!pulse
k ¼

exp½!2Kk$ from (10) playing the role of the single-slit
intensity distribution, modulated by the interference term
for N equally spaced slits.

Figure 5 shows this approximate multiple-slit result (13)
compared to the numerical result for the N ¼ 10 antisym-
metric configuration of pulses. The first observation is that
the envelope does indeed behave as N2 times the single-
pulse profile, behavior characteristic of multiple-slit inter-
ference, resulting in a 100-fold increase of the central peak
for the ten-slit configuration. Furthermore, we see clearly
the narrowing of the central peaks, another feature of
multiple-slit interference. Beyond these qualitative com-
ments, the quantitative agreement between the semiclassi-
cal result (13) and numerics is also surprisingly good,
especially for the central peaks.

To conclude, in this Letter we have described a Ramsey
multiple-time-slit interference effect for pairs created
from the QED vacuum. We have shown that interference
occurs for a sequence of alternating-sign pulses of the
electric field and we have proposed a qualitative descrip-
tion based on a study of avoided crossings in a two-level
system. We have presented a quantitative semiclassical
description which gives approximate results in excellent
agreement with the exact numerical solutions. The result-
ing Ramsey interference leads to a coherent enhancement,
which may be viewed as another route towards the
Schwinger effect. The physical description in terms of
quantum interference and avoided-level crossings is versa-
tile, and suggests that it would be worthwhile studying

other more complex pulse sequences, such as periodic,
quasiperiodic or disordered, that might lead to even
stronger (exponential) localization of modes [36]. While
our QED discussion here was for fermions, both the ideas
and analysis generalize straightforwardly to bosons,
suggesting potential applications to driven Bose-Einstein
condensates or superfluids.
This work was supported in part by the DOE Grant

No. DE-FG02-92ER40716 and by the Israel Science
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the matrix elements depend parametrically on k, the lon-
gitudinal momentum of the produced electron/positron
pair. Clearly, we have Nk = |cp

k(t = +⌃)|2.
Now consider time evolution of two successive pulses,

as illustrated in Fig. 1. There are two paths to arrive
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|pair�k |pair�k
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FIG. 1: A sequence of four electric field pulses, alternating in
sign, each of width 1/�, equally separated by a time delay T .

at a final pair, |0 ⇧ |0 ⇧ |pair k, or |0 ⇧ |pair k ⇧
|pair k, and the accumulated phase di⇥erence between
the two amplitudes leads to quantum interference:

N two pulse
k ⌅ 4 cos2 [⌅k] N one pulse

k (3)

where the interference angle is given below [see eq ...].
A qualitative physical understanding of this quan-

tum interference can be given in terms of avoided level-
crossings between the instantaneous eigenvalues, ⇧± =
±

⌃
E2
k + �2

k, from (2). The maximum e⇥ect occurs for
the level-crossings at Ek ⌅ 0. For example, for a constant
electric field, A(t) = �E t, there is a crossing at t0 =
� k

eE ± i m
eE . The imaginary part leads to the exponential

behavior of the particle number, N ⇤ exp
�
�m2⌃/(eE)

⇥
,

in analogy with the Landau-Zener argument [5]. For
two successive electric field pulses, we must distinguish
between the case of alternating signs or same-signs, as
shown in Fig. 1. For the alternating-sign set-up we can
have two di⇥erent level-crossings for the same momen-
tum k, and therefore we have interference. On the other
hand, for the same-sign set-up, we cannot have two dif-
ferent level-crossings for the same momentum k, so there
is no interference. This is shown in Fig. 2. For the
alternating-sign set-up, the di⇥erence between real parts
of the two level crossings depends on the time delay T
and also on the momentum k. With this is mind, we pro-
pose to build a Ramsey interferometer by applying to the
QED vacuum a sequence of equally-spaced alternating-
sign electric field pulses. For a fixed momentum mode k,
the particle number depends on the time-delay T between
pulses via the standard Fabry-Perot form, as shown in
Fig. 3. For a fixed time delay T , the interference de-
pends on k, as shown in Fig. 4.

Building on this qualitative description, a precise quan-
titative treatment can be given as follows. The time-

t1 t2

k

t

A�t⇥

t1 t2

k1

k2

t

A�t⇥

FIG. 2: The first plot has a single avoided level-crossing, and
has no interference. The second has two such crossings, at the
same k value, and interference occurs. The last plot, with a
monotonic A(t) has crossings at di�erent k, so no interference.
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FIG. 3: The particle number at the central peak value of
momentum, normalized by N2 times the single pulse result,
as a function of the time delay T . The first plot is for N = 2
and the second is for N = 10.

evolution in (2) can be converted to a simple Riccati
equation for the ratio Rk = ⇥k/�k:

Ṙk = �
ṗ⇧ ⇤⇤
2�2

k

⇤
e�2i

R t Qk + R2
ke2i

R t �k

⌅
(4)

This can be solved numerically, but deeper physical in-
sight can be gained from a semiclassical approximation
[32]. The turning points [where Ek(t) = 0] lie in the com-
plex t plane, and since A(t) is real, they occur in com-
plex conjugate pairs. For this QED problem, one finds
the amplitude as a sum over contributions from di⇥erent
turning points [33]

Rk ⌅
⇧

tp

(�1)p ei �/2 e�2i
R tp
�⇥ Ek(t) dt (5)
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Double-slit experiments form a cornerstone of interfer-
ometry in optics and in quantum mechanics. The double-
slit equivalent in the time domain constitutes Ramsey
interferometry [1], and has been widely studied in atomic
systems [2–5]. Here we propose a new realization of
Ramsey interferometry using the Schwinger effect,
namely, the nonperturbative production of electron-
positron pairs when an external electric field is applied to
the quantum electrodynamical (QED) vacuum [6,7]. The
analogy between double-slit interference and the
Schwinger effect was suggested in [8], and a spatial real-
ization of an all-optical double-slit experiment using vac-
uum polarization effects has been proposed [9]. A
multiple-slit analogy has also been made for finite plane-
wave pulses in stimulated laser pair production [10]. The
elusive Schwinger effect has attracted recent renewed in-
terest, prompted by the possibility of experimental realiza-
tion in ultraintense laser field systems [11,12]. It has been
realized that the ‘‘Schwinger limit’’ laser intensity of
4! 1029 W=cm2 is not necessarily a strict limit, and might
be lowered by several orders of magnitude by manipulation
of the form of the laser pulses [13–17]. Here we propose a
temporal pulse sequence setup that acts as a Ramsey
interferometer and leads, for the number of pairs created,
to an N2 enhancement factor for N pulses, due to coherent
quantum interference. Our description relies on a general
quantitative method which applies to a broad range of
similar interference phenomena for quantum fields of
different quantum statistics, driven by time-dependent
perturbations. Interference phenomena are familiar from
strong-field atomic and molecular physics, in the theory of
atomic ionization [18]. They constitute the basis for the
interpretation of photoionization spectra as time-domain
realizations of the double-slit experiment [3], and for
pulses having maximal carrier phase offset. Thus, similar
ideas apply directly to a wide variety of physical systems
involving time-dependent tunneling [19], Landau-Zener
effect [20–22], driven atomic systems [23], chemical

reactions [24,25], Hawking radiation [26], cosmological
particle production [27], heavy ion collisions [28,29], and
the dynamical Casimir effect [30].
Consider the QED vacuum subject to a linearly polar-

ized time-dependent electric field ~E ¼ ð0; 0; EðtÞÞ, with

vector potential ~A ¼ ð0; 0; AðtÞÞ, and EðtÞ ¼ % _AðtÞ. For
such an applied field, spatial momentum is a good
quantum number, so we decompose the spinor quantum
field operators into modes labeled by their spatial mo-
menta. A Bogoliubov transformation from the initial
time-independent basis of fermionic particle-antiparticle
creation and annihilation operators, ak and by%k, to a

time-dependent basis, ~akðtÞ and ~by%kðtÞ, is [31]:
~akðtÞ
~by%kðtÞ

 !
¼

!kðtÞ %"&
kðtÞ

"kðtÞ !&
kðtÞ

 !
ak

by%k

 !
: (1)

The fermionic anticommutation relations are preserved by
the unitarity condition, j!kðtÞj2 þ j"kðtÞj2 ¼ 1, and the
time evolution is:

_!k ¼ !kðtÞe2i
R

t Ekðt0Þdt0"kðtÞ
_"k ¼ %!kðtÞe%2i

R
t Ekðt0Þdt0!kðtÞ

(2)

where

E2
kðtÞ ¼ m2 þ k2? þ ½k% AðtÞ)2

!kðtÞ ¼ EðtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ k2?

q
=ð2E2

kðtÞÞ:
(3)

with the notation k ¼ ðk?; kÞ. It is useful to reexpress the
time evolution (3) as a two-level problem. For each

mode k, define a two-level system by c0k ¼ !ke
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This result has the expected form of a Fabry-Perot inter-

ference pattern, with the single-pulse number N 1!pulse
k ¼

exp½!2Kk$ from (10) playing the role of the single-slit
intensity distribution, modulated by the interference term
for N equally spaced slits.

Figure 5 shows this approximate multiple-slit result (13)
compared to the numerical result for the N ¼ 10 antisym-
metric configuration of pulses. The first observation is that
the envelope does indeed behave as N2 times the single-
pulse profile, behavior characteristic of multiple-slit inter-
ference, resulting in a 100-fold increase of the central peak
for the ten-slit configuration. Furthermore, we see clearly
the narrowing of the central peaks, another feature of
multiple-slit interference. Beyond these qualitative com-
ments, the quantitative agreement between the semiclassi-
cal result (13) and numerics is also surprisingly good,
especially for the central peaks.

To conclude, in this Letter we have described a Ramsey
multiple-time-slit interference effect for pairs created
from the QED vacuum. We have shown that interference
occurs for a sequence of alternating-sign pulses of the
electric field and we have proposed a qualitative descrip-
tion based on a study of avoided crossings in a two-level
system. We have presented a quantitative semiclassical
description which gives approximate results in excellent
agreement with the exact numerical solutions. The result-
ing Ramsey interference leads to a coherent enhancement,
which may be viewed as another route towards the
Schwinger effect. The physical description in terms of
quantum interference and avoided-level crossings is versa-
tile, and suggests that it would be worthwhile studying

other more complex pulse sequences, such as periodic,
quasiperiodic or disordered, that might lead to even
stronger (exponential) localization of modes [36]. While
our QED discussion here was for fermions, both the ideas
and analysis generalize straightforwardly to bosons,
suggesting potential applications to driven Bose-Einstein
condensates or superfluids.
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maximum of the pulse envelope was chosen to be at t ! 0,
the condition of equally strong slits is identical to requiring
that the solutions of p" eA#t0$ ! 0 be symmetric with
respect to t ! 0. This is the case for " sin-like pulses with
electrons emitted in the negative direction and for
% sin-like pulses with electrons emitted in the positive
direction. For both cases, the respective opposite direction
can be considered to act like a single slit as long as the
pulse is short enough.

Figure 4 also shows that each slit is, on closer inspection,
a pair of slits and that the temporal separation of these
subslits depends on the electron energy [21]. The experi-
mental data actually provide a measurement of the time
difference of the two subslits, which is approximately
500 as. This is a first simple example for using interferom-
etry on the attosecond time scale in order to investigate
electronic dynamics. In addition, Fig. 2(a) shows that the
relative phase of the subslits is different for sin-like and
cos-like pulses, resulting in a shift of the fringe envelope.

It should be noted that the simple-man’s model does not
reproduce the dependence of the fringe visibility on elec-
tron energy as observed experimentally and in the solution
of the TDSE. Therefore, the direction for which interfer-
ence is predicted by the simple model may be wrong,
depending on the energy. Using several theoretical models
(3D TDSE, 1D TDSE, Keldysh-type, and classical), we
were able to show that this is not a fundamental problem of
the classical theory. Rather, it is an effect of the atomic
binding potential, which obviously deflects the outgoing
photoelectrons. The solution of the one-dimensional TDSE
(which cannot deflect) with a soft-core potential, for ex-
ample, agrees qualitatively very well with the classical and
a Keldysh-type model. In particular, it does not show a
pronounced energy dependence of the fringe visibility, and

it predicts the interferences in the same direction as the
simple models.

In conclusion, we have realized an intriguing implemen-
tation of the double slit in the time domain. The observa-
tion of interference and its absence at the same time for the
same electron is a beautiful demonstration of the principles
of quantum mechanics. It should also be noted that atto-
second slits were used and that the interferograms reflect
the attosecond dynamics of electronic transitions. Further
experimental and theoretical progress should make it pos-
sible to use interferometric techniques for attosecond
science.

We gratefully acknowledge fruitful discussions with J.
Burgdörfer. This work has been supported by the Austrian
Science Fund (Grants No. F016, No. Z63, and
No. P15382), the German Research Foundation (Grants
No. PA730/2 and No. BA2190/1), the Welch Foundation
(Grant No. A-1562), and VolkswagenStiftung.

[1] L. Mandel and E. Wolf, Optical Coherence and Quantum
Optics (Cambridge, Cambridge, England, 1995).

[2] C. J. Davisson, and L. H. Germer, Nature (London) 119,
558 (1927).

[3] G. P. Thomson and A. Reid, Nature (London) 119, 890
(1927).

[4] C. Jönsson, Z. Phys. 161, 454 (1961).
[5] P. G. Merli, G. F. Missiroli, and G. Pozzi, Am. J. Phys. 44,

306 (1976).
[6] A. Tonomura, J. Endo, T. Matsuda, T. Kawasaki, and H.

Ezawa, Am. J. Phys. 57, 117 (1989).
[7] M. O. Scully, B.-G. Englert, and H. Walther, Nature

(London) 351, 111 (1991).
[8] Y.-H. Kim, R. Yu, S. P. Kulik, Y. Shih, and M. O. Scully,

Phys. Rev. Lett. 84, 1 (2000).
[9] M. Wollenhaupt et al., Phys. Rev. Lett. 89, 173001 (2002).

[10] T. F. Gallagher, Phys. Rev. Lett. 61, 2304 (1988).
[11] W. Becker, F. Grasbon, R. Kopold, D. B. Milošević, G. G.
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half-cycle close to its extremum; see Fig. 1. By using
phase-controlled few-cycle laser pulses [13], it is possible
to manipulate the temporal evolution of the field, thus
gradually opening or closing the slits, and controlling
which-way information. Depending on the field, one or
two half-cycles (or anything in between) contribute to the
electron amplitude for a given direction and electron en-
ergy. This corresponds to a varying degree of which-way
information and, accordingly, to a varying contrast of the
interference fringes. The temporal slits leading to electrons
of given final momentum are spaced by approximately the
optical period. This results in a fringe spacing close to the
photon energy.

Figure 2 displays measured electron spectra. In Fig. 2(a)
the spectra recorded at the left and the right detectors are
shown for ! cos-like and ! sin-like pulses as defined in
Fig. 1. A problem in presenting such spectra is that they
quickly roll off with increasing electron energy. This roll-
off was eliminated by dividing the spectra by the average
of all spectra over the pulse’s phase. Clear interference
fringes with varying visibility are observed as expected
from the discussion above. The highest visibility is ob-
served for " sin-like pulses in the positive (right) direction.
For the same pulses, the visibility is very low in the
opposite direction. Changing the phase by ! interchanges
the role of left and right as expected. The most straightfor-
ward explanation—which will be detailed by a simple
model below—is to assume that, for " sin-like pulses,
there are two slits and no which-way information for the
positive direction and just one slit and (almost) complete
which-way information in the negative direction. The fact
that the interference pattern does not entirely disappear is
caused by the pulse duration, which is still slightly too long
to create a perfect single slit.

Under the conditions of this experiment, each argon
atom emits at most one electron [14], whose various op-
tions of how to reach a given final state lead to interference.
For sin-like pulses, these options correspond to a double

slit in time in one direction and to a single slit in the other,
and are created for each atom separately by the few-cycle
laser pulse. Therefore, even though there is more than one
argon atom in the laser focus, the experiment operates
under single-electron conditions. On the scale of the elec-
tron’s deBroglie wavelength, other atoms are far away and,
moreover, randomly distributed. This is in contrast to the
double slit in space where the beam has to be sufficiently
dilute to ensure a one-electron measurement.

The fringe pattern exhibits an envelope. From Fig. 2 a
width of this envelope of about 4 fringes is inferred. Just as
for a double-slit experiment, the width of this envelope can
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FIG. 1. Temporal variation of the electric field E#t$ % E0#t$&
cos#!t' ’$ of few-cycle laser pulses with phase ’ % 0 (‘‘cos-
like’’) and ’ % 3!=2 (‘‘sin-like’’). In addition, the field ioniza-
tion probability R#t$, calculated at the experimental parameters,
is indicated. Note that an electron ionized at t % t0 will not
necessarily be detected in the opposite direction of the field E at
time t0 due to deflection in the oscillating field.

(a)

0.5

1

1.5

2

2.5

10 20
0

0.5

1

1.5

2

10 20 30

ϕ = 3π / 2 ϕ = π

ϕ = π / 2 ϕ = 0 

energy [eV] energy [eV]

co
nt

ra
st

 [a
rb

. u
ni

ts
]

10

15

20

25

en
er

gy
 [e

V
]

π π0 2π0

(b)

phase     [rad]ϕ phase     [rad]ϕ

at left detector at right detector

FIG. 2 (color). Photoelectron spectra of argon measured with
6 fs laser pulses for intensity 1& 1014 W=cm2 as a function of
the phase. Panel (a) displays the spectra for ! sin- and ! cos-like
laser fields. The red curves are spectra recorded with the left
detector (negative direction), while the black curves relate to the
positive direction. For ’ % !=2 the fringes exhibit maximum
visibility for electron emission to the right, while in the opposite
direction minimum fringe visibility is observed. In addition, the
fringe positions are shifted. Panel (b) displays the entire mea-
surement where the fringe visibility is coded in false colors. The
fringe positions vary as the phase ’ of the pulse is changed. This
causes the wavelike bending of the stripes in these figures. Both
panels, in principle, show the same information because a phase
shift of ! mirrors the pulse field in space and thus reverses the
role of positive and negative direction. However, the data shown
were recorded simultaneously but independently as the phase ’
was varied between 0 and 2!.
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A new scheme for a double-slit experiment in the time domain is presented. Phase-stabilized few-cycle
laser pulses open one to two windows (slits) of attosecond duration for photoionization. Fringes in the
angle-resolved energy spectrum of varying visibility depending on the degree of which-way information
are measured. A situation in which one and the same electron encounters a single and a double slit at the
same time is observed. The investigation of the fringes makes possible interferometry on the attosecond
time scale. From the number of visible fringes, for example, one derives that the slits are extended over
about 500 as.
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The conceptually most important interference experi-
ment is the double-slit scheme, which has played a pivotal
role in the development of optics and quantum mechanics.
In optics its history goes back to Young’s double-slit exper-
iment. Its scope was greatly expanded by Zernike’s work
and continues to deliver new insights into coherence to the
present day [1]. One of the key postulates of quantum
theory is interference of matter waves, experimentally
confirmed by electron diffraction [2,3]. More than 30 years
later, Jönsson was the first to perform a double-slit experi-
ment with electrons [4]. Of particular importance for in-
terpreting quantum mechanics have been experiments with
a single particle at any given time in the apparatus [5,6].
More recent work has illuminated the fundamental impor-
tance of complementarity in which-way experiments [7]
and of quantum information in quantum-eraser schemes
[8].

In this Letter a novel realization of the double-slit ex-
periment is described. It is distinguished from conventional
schemes by a combination of characteristics: (i) The
double slit is realized not in position-momentum but in
time-energy domain. (ii) The role of the slits is played by
windows in time of attosecond duration. (iii) These ‘‘slits’’
can be opened or closed by changing the temporal evolu-
tion of the field of a few-cycle laser pulse. (iv) At any given
time there is only a single electron in the double-slit
arrangement. (v) The presence and absence of interference
are observed for the same electron at the same time.

Interference experiments in the time-energy domain are
not entirely new. Interfering electron wave packets were
created by femtosecond laser pulses [9]. Accordingly, the
windows in time (or temporal slits) during which these
wave packets are launched were comparable to the pulse
duration. In the present experiment, in contrast, the slits are

open during a small fraction of an optical cycle, which
gives the attosecond width. A number of experiments, in
particular, in intense-laser atom physics but also for
Rydberg atoms and microwaves [10], can and have been
interpreted in this spirit (for a review see, for example,
[11]). In this Letter, however, the optical cycles are pre-
cisely tailored by controlling the phase of few-cycle laser
pulses (also known as absolute or carrier-envelope phase).
This provides an unprecedented degree of control for the
double-slit arrangement. Not only are the principles of
quantum mechanics beautifully demonstrated, it is also
likely that applications exploiting interferometric tech-
niques for measuring attosecond dynamics will emerge.

In the present experiment, argon atoms are ionized by
intense (1! 1014 W=cm2) few-cycle 760 nm laser pulses.
Photoelectrons emitted in opposite directions (‘‘left’’ and
‘‘right’’) are detected by two opposing electron detectors
placed symmetric to the laser focus. The laser field is
horizontally polarized, i.e., parallel to an axis defined by
the electron detectors. Interference of temporally separated
wave packets leads to a fringe pattern in the energy domain
because time and energy are conjugated variables.
Therefore, the electron kinetic energy needs to be mea-
sured, in our case via the time-of-flight method. The
carrier-envelope phase of the field and thus its temporal
evolution can be controlled by delaying the envelope of the
pulse with respect to the carrier. This is accomplished by
shifting a glass wedge into or out of the beam. The phase of
the field is measured as described in [12].

Photoionization of atoms with an ionization threshold
much greater than the photon energy is a highly nonlinear
process. For intense fields, the first step can be described by
optical field ionization. This immediately explains the
generation of one attosecond window (or slit) in time per
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the field is measured as described in [12].
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A family of new iteration methods is presented for designing quantum optimal controls to
manipulate the transition probability. Theoretical analysis shows that these new methods exhibit
quadratic and monotonic convergence. Numerical calculations verify that for these new methods,
within very few steps, the optimized objective functional comes close to its convergent limit.
© 1998 American Institute of Physics. @S0021-9606~98!01205-7#

I. INTRODUCTION

Much attention has recently been focused on optimal
control of quantum systems, and extensive theoretical and
numerical work has been performed.1–5 An important case is
the desire to achieve a large transition probability from a
specific initial state into a final target state by means of a
controlling external laser field5 while minimizing the laser
energy. For this purpose, we can construct the following ob-
jective functional, Jf i , to be maximized:

Jf i5u^c i~T !uf f~T !&u22a0

3E
0

T
@e~ t !#2dt22 ReF ^c i~T !uf f~T !&

3E
0

T
^c f~ t !u

]

]t 1i@H01V2me~ t !#uc i~ t !&dtG ,

~1!

where c i(t) is the wave function driven by the optimal laser
field e(t). The initial wave function is c i(0)[w i(0), and
f f(T) is the target state specified at the final time T . a0 is a
positive parameter chosen to weight the significance of the
laser energy. c f(t) can be regarded as a Lagrange multiplier
introduced to assure satisfaction of the Schrödinger equation.
In the Hamiltonian, H0 is the kinetic energy operator, V is
the potential energy, and m is transition dipole moment. The
objective functional differs from the traditional form4,5

through the presence of the term ^c i(T)uf f(T)& multiplying
the second integral. The choice is significant since it de-
couples the boundary conditions of the equations for c i(t)
and c f(t) as indicated in Eqs. ~2! and ~3!. Without this factor
or with other factors, the boundary conditions of Eqs. ~2! and
~3! would be coupled, and the algorithms presented in this
paper rely on the boundary conditions being uncoupled.

Requiring dJf i50 will give the equations satisfied by
the wave function, Lagrange multiplier, and optimized laser
field:

i
]

]t c i~ t !5@H01V2me~ t !#c i~ t !, c i~0 !5w i~0 !,

~2!

i
]

]t c f~ t !5@H01V2me~ t !#c f~ t !, c f~T !5f f~T !,

~3!

a0e~ t !52Im^c i~ t !uc f~ t !&^c f~ t !umuc i~ t !&. ~4!

Any e(t) which satisfies the above three coupled equations
would be a locally optimal solution for the control problem.
In the analysis below, we will make special use of the time
invariant relation:

^c i~T !uf f~T !&5^c i~ t !uc f~ t !&� ~5!

which follows from

d^c i~ t !uc f~ t !&
dt 50 ~6!

deduced using Eqs. ~2! and ~3!. Finally substitution of Eq.
~4! into Eqs. ~2! and ~3! gives the dynamical system to be
solved:

i
]

]t c i~ t !5~H01V !c i~ t !1
m

a0
c i~ t !Im~^c i~ t !uc f~ t !&

3^c f~ t !umuc i~ t !&!, c i~0 !5w i~0 !. ~7!

i
]

]t c f~ t !5~H01V !c f~ t !1
m

a0
c f~ t !Im~^c i~ t !uc f~ t !&

3^c f~ t !umuc i~ t !&!, c f~T !5f f~T !. ~8!

In order to solve the above coupled nonlinear equations,
it is evident that iterative methods need to be employed. A
simple iteration method based on solving the coupled Schrö-
dinger equations by guessing an initial field to obtain c i(t)
and c f(t) and using them to calculate a new field for the next
iteration, etc., usually does not converge, which was tested in
numerical calculations. Different iterative methods will each
have their own convergence rate. In the early literature,
gradient-type iteration methods combined with line search-
ing for the control field were developed.6–9 Later Tannor and
others4,5 suggested employing the Krotov iteration method
and reported that convergence was 4 to 5 times faster than
gradient-type methods. However, it is hard to analyze the
general convergence behavior of the Krotov method4 and its
convergence has been observed to be as slow as gradient-
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one of which contained 36% of the final probability density
as shown in the lower right corner of Fig. 4. This latter
complex packet is a superposition of a primary piece coming
from the initial scattering potential and a secondary piece
from the second potential structure, clearly illustrating quan-
tum interference effects. Both potential barriers have a height
of 2.61 meV, but the second barrier has an elongated aft
component, and is rotated. This modifies the wave packet
components transmitted through the second rhomboid so that
their intersection with those from the first leads to the inter-
ferences seen in the lower right side of Fig. 3. Adjustment of
the potential features can readily redirect the scattering flux
pattern. Only a few alterations of the potential were required
to tune the scattering patterns in a desired fashion; this be-
havior suggests that the closed-loop iterative operations in
Fig. 1 may be quite efficient and effective.

3. Single complex scattering potential

The single four-sided rhomboid potential in Fig. 3 pro-
duced four distinct scattering features. Introducing a second
rhomboid potential in Fig. 4 resulted in additional features
including one piece of the wave packet that arose from a
coherent superposition between the scattering from both po-
tentials. This principle is explored further in Fig. 5 with a
more complex single scattering potential having eight fac-
eted lens features on its surface and a potential height of 2.61
meV. All of these potential facets are on the same length
scale as the packet wavelength, on the order of 85–105 nm.
Figure 5 shows the scattering pattern achieved after propa-
gation for T=30 ps. The initial packet is split into eight dis-
tinct dominant features all having approximately equal prob-
abilities ranging from 9.6% to 14.4%. A smaller back
reflected peak is also evident containing !1% of the prob-
ability. Considering the rich scattering pattern produced in
this example and the ability to rescatter against multiple po-

FIG. 3. Scattering with a single rhomboid shaped potential structure having two concave aft faceted features. The potential is flat with Gaussian falloff of
length scale !=34 nm. The left panel shows a cross section along the line y=0 to illustrate this. In the right panel, as well as the following figures, the square
modulus of the wave function ""#x ,y , t$"2 and the potential V#x ,y$ are shown as contour lines. The final wave packet is at T=27 ps. The percentages refer to
the probability density contributions from the localized packet features; the same labeling is used in Figs. 4–6.
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FIG. 4. Scattering of an incoming Gaussian wave packet by two rhomboid
shaped potentials into multiple wave packet components with indicated
probability density contributions at the final time T=30 ps. The small dark
oval inside the second scattering barrier corresponds to a tiny portion of the
wave function still located inside the potential at the final time T. The
harmonic noise visible in the final wave packets is an artifact of the contour
line drawing algorithm.

FIG. 5. Scattering from an octagonal faceted potential having concave fea-
tures resulting in eight primary components of the final wave packet with
probability distribution percentages ranging from 9.6% to 14.4% as indi-
cated at time T=30 ps. The structure superimposed on the potential is part
of the final wave function at time T.
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one of which contained 36% of the final probability density
as shown in the lower right corner of Fig. 4. This latter
complex packet is a superposition of a primary piece coming
from the initial scattering potential and a secondary piece
from the second potential structure, clearly illustrating quan-
tum interference effects. Both potential barriers have a height
of 2.61 meV, but the second barrier has an elongated aft
component, and is rotated. This modifies the wave packet
components transmitted through the second rhomboid so that
their intersection with those from the first leads to the inter-
ferences seen in the lower right side of Fig. 3. Adjustment of
the potential features can readily redirect the scattering flux
pattern. Only a few alterations of the potential were required
to tune the scattering patterns in a desired fashion; this be-
havior suggests that the closed-loop iterative operations in
Fig. 1 may be quite efficient and effective.

3. Single complex scattering potential

The single four-sided rhomboid potential in Fig. 3 pro-
duced four distinct scattering features. Introducing a second
rhomboid potential in Fig. 4 resulted in additional features
including one piece of the wave packet that arose from a
coherent superposition between the scattering from both po-
tentials. This principle is explored further in Fig. 5 with a
more complex single scattering potential having eight fac-
eted lens features on its surface and a potential height of 2.61
meV. All of these potential facets are on the same length
scale as the packet wavelength, on the order of 85–105 nm.
Figure 5 shows the scattering pattern achieved after propa-
gation for T=30 ps. The initial packet is split into eight dis-
tinct dominant features all having approximately equal prob-
abilities ranging from 9.6% to 14.4%. A smaller back
reflected peak is also evident containing !1% of the prob-
ability. Considering the rich scattering pattern produced in
this example and the ability to rescatter against multiple po-

FIG. 3. Scattering with a single rhomboid shaped potential structure having two concave aft faceted features. The potential is flat with Gaussian falloff of
length scale !=34 nm. The left panel shows a cross section along the line y=0 to illustrate this. In the right panel, as well as the following figures, the square
modulus of the wave function ""#x ,y , t$"2 and the potential V#x ,y$ are shown as contour lines. The final wave packet is at T=27 ps. The percentages refer to
the probability density contributions from the localized packet features; the same labeling is used in Figs. 4–6.
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FIG. 4. Scattering of an incoming Gaussian wave packet by two rhomboid
shaped potentials into multiple wave packet components with indicated
probability density contributions at the final time T=30 ps. The small dark
oval inside the second scattering barrier corresponds to a tiny portion of the
wave function still located inside the potential at the final time T. The
harmonic noise visible in the final wave packets is an artifact of the contour
line drawing algorithm.

FIG. 5. Scattering from an octagonal faceted potential having concave fea-
tures resulting in eight primary components of the final wave packet with
probability distribution percentages ranging from 9.6% to 14.4% as indi-
cated at time T=30 ps. The structure superimposed on the potential is part
of the final wave function at time T.

214702-4 Solas et al. J. Chem. Phys. 130, 214702 !2009"

Toward adaptive control of coherent electron transport
in semiconductors

Fernando Solas, Jennifer M. Ashton, Andreas Markmann,a! and Herschel A. Rabitz
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This work explores the feasibility of using shaped electrostatic potentials to achieve specified final
scattering distributions of an electron wave packet in a two dimensional subsurface plane of a
semiconductor. When electron transport takes place in the ballistic regime, and features of the
scattering potentials are smaller than the wavelength of the incident electron then coherent quantum
effects can arise. Simulations employing potential forms based on analogous optical principles
demonstrate the ability to manipulate quantum interferences in two dimensions. Simulations are
presented showing that suitably shaped electrostatic potentials may be used to separate an initially
localized Gaussian wave packet into disjoint components or concomitantly to combine a highly
dispersed packet into a compact form. The results also indicate that highly complex scattering
objectives may be achieved by utilizing adaptive closed-loop optimal control in the laboratory to
determine the potential forms needed to manipulate the scattering of an incoming wave packet. An
adaptive feedback algorithm can be used to vary individual voltages of multipixel gates on the
surface of a solid state structure to thereby find the potential features in the transport plane needed
to produce a desired scattering objective. A proposed experimental design is described for testing the
concept of adaptive control of coherent electron transport in semiconductors. © 2009 American
Institute of Physics. #DOI: 10.1063/1.3132782$

I. INTRODUCTION

Continuing technological advances allowing for the fab-
rication of tailored heterostructures and external surface
gates raise the possibility of creating subsurface potentials
with special shapes. With these crafted potentials, subsurface
electron wave packets may be scattered or recombined form-
ing a type of complex quantum mechanical electron “switch
yard”. Electrostatic potentials can act as lenses to redirect
incoming ballistic electrons in analogy with the use of opti-
cal lenses.1 The application of simple principles similar to
those in optics provides a powerful means to identify the
basic shape of potentials that can produce desired electron
wave packet scattering patterns. The potentially complex
outcome of quantum mechanical scattering with shaped po-
tentials, however, indicates that introducing optimal design
!control" techniques2 will likely be necessary to achieve
highly structured scattering objectives. Ultimately expressing
the problem in an optimal control framework would allow
for obtaining the best possible scattering outcomes which
take into consideration practical constraints on generating the
potentials.

The proposed concept of adaptive control of coherent
electron transport in semiconductors !ACCENTS" involves
the creation of an adaptive closed-loop device, whereby the
subsurface potentials can be changed in an iterative fashion
to determine their optimal shape as sketched in Fig. 1. Such
a procedure would be similar to the broadly successful use of

adaptive control techniques to deduce the shape of ultrafast
laser pulses for manipulating atomic and molecular quantum
dynamics.2

In ACCENTS, an array of pixelated features with tun-
able time-independent surface voltages serve as the controls
in analogy with the tunable pixels acting on frequency com-
ponents in laser pulse shaping.3,4 One-dimensional electron
reflection and transmission is highly sensitive to the shape of
the static potentials,5 and optimal design techniques can
identify potentials capable of producing the target reflection

a"Electronic mail: markmann@princeton.edu.
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FIG. 1. !Color online" General configuration for ACCENTS including in-
jection, detection, and adaptive closed-loop feedback control. The wires
from the variable voltage source connect to individual pixelated surface
gates with sufficient density and small size to create a desired scattering
subsurface potential in the test bed material. A possible test bed design for
the ACCENTS material is shown in Fig. 2.

THE JOURNAL OF CHEMICAL PHYSICS 130, 214702 !2009"

0021-9606/2009/130"21!/214702/6/$25.00 © 2009 American Institute of Physics130, 214702-1

designer potentials for 
prescribed 2d scattering



  

Wave Packet Model
Propagation using the Split-Operator Fourier 
Transform method (SOFT) with Complex 
Absorbing Potential (CAP). Wave packets 
rather than WKB plane waves.

,  with  E  in   units  of  the

critical field strength

Yield dependence on q
3
 does not reproduce 

interference oscillations from WKB analysis.

Optimal Control via A
Construct OCT functional in terms of target 
yield <ψ|O|ψ>, penalty involving the vector 
potential  A

3
, and Schrödinger boundary 

condition involving the Lagrange multiplier χ.

Variation of χ and ψ yields the Schrödinger 
equation with usual  boundary conditions, 
variation of A yields one of two options:

In contrast, laser-driven OCT [Zhu] uses the 
term -με in the Hamiltonian, giving

Optimal Control of Dynamically

Assisted Schwinger Pair Production
Andreas Markmann1*, Gerald V. Dunne2, Victor S. Batista1

1Department of Chemistry, Yale University, New Haven, CT 06520, *andreas.markmann@yale.edu
2Department of Physics, University of Connecticut, Storrs, CT 06269

Abstract
Electron-positron pair production from the QED vacuum 
subjected to an external electric field was predicted in 
the early years of quantum mechanics [Heisenberg], 
and remains an elusive non-perturbative prediction of 
QED. The estimated field strength required, based on a 
static field (known as the Schwinger limit), is still 
several orders of magnitude larger than can be 
achieved with current and forthcoming laser 
technology. However, non-static fields specially tailored 
to the problem may yield observable pair production at 
lower laser power [Schutz.]. Pair production is modeled 
using relativistic quantum mechanics and an optimal 
control scheme adapted to the problem. Tailored laser 
fields are proposed that maximize yield while reducing 
laser power, potentially guiding future experimental 
efforts to observe pair production for the first time.

Introduction
Assuming a uniform E field, the probability 
of vacuum pair production is exponentially 
suppressed [Heisenberg, Schwinger] by a 
factor                  .

However, time-dependent pulses can 
significantly lower the required peak 
intensity [Dunne]. Previous studies have 
used WKB methods and simple ansätze for 
the pulse shape, for example studying the 
effect of carrier phase and chirp, but here 
we propose to use OCT methods to 
optimize the pulse shape.

Scalar QED Model
For a time-dependent electric field, we use 
the Klein-Gordon equation for the scalar 
QED electron field

a Schrödinger-like equation after 
transformation to dimensionless variables

giving

where the total energy is 1, the mass is ½, 
and the effective potential is

The pair production probability is given by 
the reflection probability for the wave 
function with energy 1 scattering at the 
potential V [Popov]. We propose to use OCT 
to shape the vector potential a

3
(t) so that 

this reflection probability is maximized.

Note contrast between temporal and spatial 
integration.

OCT Results
Simulation cell x=-200..200, 2048 grid points
Optimized for reflected waves moving to the 
left at final time T, implemented through FFT

q
3
 = 1.7. Penalty parameter α is increased to 

avoid trivial field-free solution [AM] while 
suppressing unphysically strong fields. 

OCT option (1) unsystematic, but for option 
(2) yield and penalty compete effectively. 
Measure reflection by collecting flux going to 
CAP, adding density in left half of box. 
Correlates poorly with yield <ψ|O|ψ>:

Option (2) weaker, but constant component.

Conclusion & Outlook
OCT principle demonstrated for this 
problem. Limitations of wave packet 
approach need to be studied further. Yield 
operator O may be based on spatial and 
temporal flux integral. Field may be Fourier-
limited between iterations, as well as 
updated similar to damped Newton to obtain 
smoother results from option (2).
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WKB 
[Dunne]

a
3
 from highest O:

✦ OCT has been widely studied for N-level population transfer problems
✦ need: ultra-relativistic extension, QFT formulation: worldline
✦ quantum interference provides guiding principle for optimization
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Optimizing the pulse shape for Schwinger pair production
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Recent studies of the dynamically assisted Schwinger effect have shown that particle production
is significantly enhanced by a proper choice of the electric field. We demonstrate that optimal
control theory provides a systematic means of modifying the pulse shape in order to maximize the
particle yield. We employ the quantum kinetic framework and derive the relevant optimal control
equations. By means of simple examples we discuss several important issues of the optimization
procedure such as constraints, initial conditions or scaling. By relating our findings to established
results we demonstrate that the particle yield is systematically maximized by this procedure.

PACS numbers: 12.20.Ds, 11.15.Tk, 02.60.Pn

I. INTRODUCTION

Creation of electron-positron pairs by a strong and
(quasi-)static electric field, the so-called Schwinger effect,
has been a long-standing but still unobserved prediction
of early quantum theory [1–3]. All attempts to observe
this fundamental, non-perturbative effect of strong-field
QED have failed due to its exponential suppression up
to an unprecedented field strength of Ec ∼ 1018V/m.
The rapid development of laser technology in recent
years, however, has raised the hope to produce peak field
strengths of this order such that a direct observation of
the Schwinger effect might become possible soon [4].

Another possibility to create electron-positron pairs
is to supply the necessary rest mass energy by an ar-
bitrarily weak external field with frequency ω > 2m,
with ! = c = 1 throughout. Remarkably, this produc-
tion mechanism works even for frequencies ω < 2m by
an absorption of multiple photons, however, it becomes
strongly suppressed in this regime [5–7]. As a matter
of fact, the multiphoton pair production mechanism has
been used to explain the outcome of the SLAC E–144
experiment more than a decade ago [8].

A few years ago, it was suggested to employ multi-
photon pair production to assist the Schwinger effect, re-
ferred to as dynamically assisted Schwinger mechanism
[9]. Note that similar proposals on how to lower the
threshold for pair production with the aid of more ad-
vanced setups have been put forward as well [10–13]. The
idea of the dynamically assisted Schwinger mechanism

∗christian.kohlfuerst@edu.uni-graz.at
†mario.mitter@uni-graz.at
‡gregvw@gmail.com
§f.hebenstreit@thphys.uni-heidelberg.de
¶reinhard.alkofer@uni-graz.at

has been pursued recently and it has been shown that
a proper parameter choice can in fact result in an en-
hancement of the particle yield by orders of magnitude
[14, 15]. However, all these studies have been based on
rather simple field configurations and first attempts to
investigate more sophisticated ones have been made only
recently [16–20]. The parameter space (field strengths,
time scales, etc.), however, grows rapidly for more com-
plicated field configurations so that a systematic treat-
ment becomes impracticable very soon.

In order to overcome this drawback, we will apply op-
timal control theory to the problem of electron-positron
pair creation for the first time. Note that this optimiza-
tion method has already been widely used in several other
areas of physics such as molecular physics [21], quantum
computing [22], or splitting of Bose-Einstein condensates
[23], to name only a few. We will employ this method in
order to systematically shape the electric field under cer-
tain constraints such that the number of created electron-
positron pairs gets maximized. In this respect, a proper
choice of boundary conditions will be crucial.

The structure of this paper is as follows: In section
II we briefly introduce the quantum kinetic framework
and present recent results on the dynamically assisted
Schwinger mechanism. This section will motivate the ne-
cessity of a systematic pulse-shaping procedure in order
to maximize the particle yield. In section III we intro-
duce optimal control theory and apply it to the quantum
kinetic formalism. We present the corresponding numer-
ical results in section IV. Finally, we conclude and give
an outlook in section V.

II. MOTIVATION

Our electromagnetic field choice is motivated by the
focal region of counter propagating laser pulses. Given
that the spatial variation scale is much larger than



perhaps the most interesting theoretical puzzle ... back-reaction



Simulating fermion production in 1þ 1 dimensional QED
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We investigate fermion-antifermion production in 1þ 1 dimensional QED using real-time lattice

techniques. In this nonperturbative approach the full quantum dynamics of fermions is included, while

the gauge field dynamics can be accurately represented by classical-statistical simulations for relevant

field strengths. We compute the nonequilibrium time evolution of gauge-invariant correlation functions,

implementing ‘‘low-cost’’ Wilson fermions. Introducing a lattice generalization of the Dirac-Heisenberg-

Wigner function, we recover the Schwinger formula in 1þ 1 dimensions in the limit of a static

background field. We discuss the decay of the field due to the backreaction of the created fermion-

antifermion pairs and apply the approach to strongly inhomogeneous gauge fields. The latter allows us to

discuss the striking phenomenon of a linear rising potential building up between produced fermion

bunches after the initial electric pulse ceased.

DOI: 10.1103/PhysRevD.87.105006 PACS numbers: 11.10.Kk, 11.15.Ha, 12.20.Ds

I. INTRODUCTION

It has already been pointed out in the early days of
quantum physics that the vacuum of quantum electro-
dynamics (QED) becomes unstable against the formation
of many-body states in the presence of strong external
electromagnetic fields, manifesting itself as the creation
of electron-positron pairs by the Schwinger mechanism
[1–3]. Nevertheless, this fundamental quantum effect has
not been experimentally observed so far, as it has not been
possible to generate the required electromagnetic field
strengths in a laboratory. However, due to the rapid devel-
opment of laser technology during the last decades, an
experimental verification of electron-positron pair produc-
tion in the focus of high-intensity laser pulses comes into
reach.

Vacuum pair production in an applied uniform electric
field of strength E0 may be viewed as a quantum process in
which virtual electron-positron dipoles can be separated to
become real pairs once they gain the binding energy of
2mc2. However, there will be strong spatial and temporal
inhomogeneities of the electromagnetic field in realistic
situations, as envisaged in upcoming high-intensity laser
experiments. The theoretical description of such a non-
perturbative phenomenon in quantum field theory out of
equilibrium is a demanding task and very little is known so
far for realistic scenarios. Most current approaches assume
the electromagnetic field as being an external one with a
one-dimensional inhomogeneity, so that the problem of
particle production can be mapped onto a one-dimensional
quantum mechanical scattering problem [4,5]. This ap-
proach neglects, in particular, the backreaction of the

created fermion-antifermion pairs on the electromagnetic
field. This is closely related to kinetic descriptions in terms
of a momentum-dependent distribution function of pairs in
collisionless (Vlasov) approximations [6–11]. For multi-
dimensional inhomogeneities, more advanced approaches
such as semiclassical approximations of the vacuum effec-
tive action [12] or the Dirac-Heisenberg-Wigner phase
space formulation [13,14] have been applied. However,
to describe strongly inhomogeneous field configurations,
including the full backreaction of the produced particles,
remains a theoretical challenge. In view of the potential
experimental applications it is crucial to devise new theo-
retical methods which can deal with this situation.
In this work we propose to use real-time lattice gauge

theory techniques [15] to compute fermion-antifermion
pair production in QED. In this nonperturbative approach
the full quantum dynamics of fermions is included, while
the gauge field dynamics can be accurately represented by
classical-statistical simulations for relevant field strengths.
As the inclusion of dynamical fermions can become
numerically very expensive, the real-time evolution of
fermions is taken into account by means of a low-cost
fermion algorithm [16].
As an example and in order to compare with established

continuum results, we apply these techniques to QED
in 1þ 1 dimensions—the massive Schwinger model
[17,18]. Introducing a lattice generalization of the Dirac-
Heisenberg-Wigner function, we show that the simula-
tions accurately reproduce the results described by the
Schwinger formula in the limit of a static background field.
We discuss the decay of the field due to the backreaction
of the created fermion-antifermion pairs and apply the
approach to strongly inhomogeneous gauge fields. For
these fields we compute for the first time the backreaction
of the created pairs on the gauge fields. Most strikingly,
we find that a self-consistent electric field between the
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Quantum Vlasov equation and its Markov limit
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The adiabatic particle number in mean field theory obeys a quantum Vlasov equation which is nonlocal in

time. For weak, slowly varying electric fields this particle number can be identified with the single particle

distribution function in phase space, and its time rate of change is the appropriate effective source term for the

Boltzmann-Vlasov equation. By analyzing the evolution of the particle number we exhibit the time structure of

the particle creation process in a constant electric field, and derive the local form of the source term due to pair

creation. In order to capture the secular Schwinger creation rate, the source term requires an asymptotic

expansion which is uniform in time, and whose longitudinal momentum dependence can be approximated by

a delta function only on time scales much longer than �p�
2⌃m2c2/eE . The local Vlasov source term amounts

to a kind of Markov limit of field theory, where information about quantum phase correlations in the created

pairs is ignored and a reversible Hamiltonian evolution is replaced by an irreversible kinetic one. This replace-

ment has a precise counterpart in the density matrix description, where it corresponds to disregarding the

rapidly varying off-diagonal terms in the adiabatic number basis and treating the more slowly varying diagonal

elements as the probabilities of creating pairs in a stochastic process. A numerical comparison between the

quantum and local kinetic approaches to the dynamical back reaction problem shows remarkably good agree-

ment, even in quite strong electric fields, eE�m2c3/� , over a large range of times. �S0556-2821�98,04520-2⌥

PACS number�s,: 11.15.Kc, 05.20.Dd, 05.30. d, 12.20. m

I. INTRODUCTION

In recent years there has been considerable interest in es-

tablishing the precise connection between quantum field

theory and classical kinetic theory. This interest is motivated
by the wide variety of problems in different fields of physics
which require a consistent description of quantum many
body phenomena far from equilibrium. Examples include
chiral symmetry restoration and the quark-gluon plasma
phase of QCD, soon to be probed by relativistic heavy-ion
colliders, baryogenesis at the electroweak phase transition,
and the formation and decay of topological defects or Bose
condensates, whether in the hot, dense early universe, or a
cryogenic laboratory environment.
At their root all these systems may be treated as field

theories with well-defined Hamiltonian evolutions and �ex-
cept for the case of explicit CP violation in the electroweak
theory, microscopic time reversal invariance. Yet, a large
body of experience confirms the macroscopically irreversible
behavior of such systems far from equilibrium, so that it
should be possible to approximate the unitary Hamiltonian
evolution of such systems by an irreversible kinetic descrip-
tion, under suitable circumstances. In addition to the numer-
ous potential applications, this raises the fundamental issue
of the precise connection between microscopic reversibility
and macroscopic irreversibility which lies at the heart of
much of nonequilibrium statistical mechanics.
The nature of the relationship between quantum theory

and transport theory has been a subject of discussion since

the very early days of the quantum theory. Several important

developments which laid out clearly the general principles

required to derive transport equations from the Liouville

equation appeared in the 1950s �1⌥. However, the first steps
in the practical numerical solution of nonequilibrium prob-
lems in the context of quantum field theory have been taken
only relatively recently �2–4⌥. With these developments and
the increasing variety of applications requiring a proper field
theoretic treatment, establishing the precise relationship be-
tween the field theory and kinetic theory approaches to non-
equilibrium systems in situations of practical interest has
taken on a new urgency.
As a practical matter the kinetic description is certainly

the simpler one to formulate and implement numerically on a
computer. However, the Boltzmann-Vlasov equation essen-
tially describes classical point particles, and extensions to
quantum collective phenomena, time-evolving mean fields
and off-shell virtual processes, which are quite natural in
field theory, present considerable difficulties for a purely ki-
netic approach. Also lost in the kinetic description from the
very outset is a detailed understanding of how time revers-
ible Hamiltonian evolution comes to be replaced by time
irreversible dissipative behavior. For these reasons of both
fundamental interest and practical application, our purpose in
this paper is to expose the relationship between the two ap-
proaches in a concrete example.
In the interest of being as clear and specific as possible we

focus our attention in this paper on charged particle creation
in electric fields, a phenomenon which was discussed nearly
seventy years ago by Klein and Sauter, and twenty years*Deceased.
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back-reaction and non-equilibrium processes

✦ created pairs act back on the external electric field 
✦ inherently non-equilibrium process
✦ go beyond 1-loop effective action picture
✦ important for heavy ion physics; condensed matter & AMO analogues
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It is shown that even a single e!eþ pair created by a superstrong laser field in vacuum would cause

development of an avalanchelike QED cascade which rapidly depletes the incoming laser pulse. This

confirms Bohr’s old conjecture that the electric field of the critical QED strength ES ¼ m2c3=e@ could

never be created.

DOI: 10.1103/PhysRevLett.105.080402 PACS numbers: 12.20.Ds, 41.75.Jv, 42.50.Ct

Sauter was the first to introduce the critical QED field
ES ¼ m2c3=e@ ¼ 1:32$ 1016 V=cm in his remarkable
papers [1], where he considered the so-called Klein para-
dox [2]. The content of the paradox is that, according to the
Dirac theory, an electron can penetrate into a potential
barrier which is greater than twice the rest energy of the
electron. Sauter was also the first to interpret the Klein
paradox as the creation of e!eþ pairs by an external field
from vacuum.

According to Sommerfeld, Bohr suggested a postulate
that the electric field of the strength ES could never be
created in principle; see Chap. IV Sect. 11 in [3]. However,
further development of QED has demonstrated that no
difficulties arise in the theory at E% ES. The Klein para-
dox was successively resolved [1,4,5], the nonlinear cor-
rection to electromagnetic Lagrangian valid at arbitrary
field strength was calculated [6,7], and many authors theo-
retically considered physics at field strength higher than
the critical value. Thus the Bohr’s conjecture was com-
pletely forgotten.

It was shown recently [8–10] that pairs can be created in
vacuum by focused laser pulses with the peak field strength
below the critical value. Simultaneous focusing of multiple
colliding pulses may lower the threshold field strength for
the process down to 10!2ES [11]. The corresponding opti-
cal laser intensity is of the order 5$ 1025 W=cm2. Projects
(e.g., ELI, XFEL) to achieve such intensity in the near
future are under way already [12–14], so that pair creation
from vacuum by external electromagnetic fields, thought as
a sort of gedanken experiment for years, may become
accessible for experimental observation very soon.

Dependence of the average number of created pairs on
field strength is determined by the exponential factor
expð!!ES=EÞ and is very sharp. At E% ES the estimated
number of produced pairs Ne!eþ is so huge that their total
rest energy becomes comparable with the energy of the

laser pulse itself [8–10]. Certainly, Ne!eþ at E% ES was
overestimated in Refs. [8–10] because it was obtained
under assumption that the laser field could be considered
as a given classical background. However, that result in-
dicated that the process of pair creation would lead to
depletion of the laser field and the effect of backreaction
should be taken into account. Moreover, this estimate
could serve as an argument in favor of Bohr’s postulate
on the unattainability of pair-creating electromagnetic
fields with E ¼ ES.
However, there exists another, and even more effective,

mechanism for depletion of a pair-creating laser pulse. The
point is that the created electron and positron can be very
quickly accelerated by the laser field to relativistic energies
and emit hard photons, which produce in turn new e!eþ

pairs [15]. These effects have been already observed in the
famous E144 SLAC experiment [16], but yet just as single
events, because the energy of electrons and hard photons,
as well as the laser intensity were not high enough. At high
laser intensities interaction of the created electron and
positron with the laser field can lead to production of
multiple new particles and thus to the formation of an
avalanchelike electromagnetic cascade [17–19]. Such cas-
cade have many features in common with the cascades
produced as the result of a high-energy particle interacting
with dense matter. The latter were well studied both ex-
perimentally and theoretically, see, e.g., Ref. [20].
However, there exists an important distinctive feature of
the laser-induced cascades, as compared with the air show-
ers arising due to primary cosmic ray entering atmosphere.
In our case the laser field plays not only the role of a target
(similar to a nuclei in the case of air showers). It is
responsible also for acceleration of slow particles [17],
playing thus the role of a linac in the SLAC experiment.
Thus, the laser-induced cascade in vacuum looks very
much like electron avalanche which can occur due to
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High-power laser facilities have made dramatic progress
recently, and the next few years may bring intensities of
1023–1024 W cm!2 within reach. This naturally opens up
new physics regimes [1,2]. The relativistic Lorentz factor
of an electron oscillating in vacuum in the electromagnetic
field of a planar linearly polarized laser beam is
860ðI24#2

!mÞ1=2 where I24 is the laser intensity in
1024 W cm!2 and #!m is the laser wavelength in micron.
The corresponding peak electric and magnetic fields are

2:7% 1015I1=224 Vm!1 and 91I1=224 GG. The Schwinger
field Ecrit ¼ 1:3% 1018 Vm!1 required for spontaneous
electron-positron pair creation out of the vacuum would
be attained at a laser intensity of 2:3% 1029 W cm!2 [3,4].
Although this interesting regime is still far beyond pro-
jected laser intensities, several other strong-field QED
effects will soon be accessible to experiment. In this
Letter we show how copious pair production by acceler-
ated electrons interacting with the laser field can be
achieved using laser intensities &1024 Wcm!2. The key
is to exploit the large transverse electromagnetic field seen
by an electron when it experiences laser beams that are not
propagating in parallel. We illustrate this effect by comput-
ing the case of counterpropagating, circularly polarized
beams. The advantage offered by this configuration is
analogous to the dramatic increase in center-of-mass en-
ergy when using colliding particle beams instead of sta-
tionary targets. We argue that this advantage remains in
less specific configurations such as tight focus and reflec-
tion from a solid surface. Consequently, it may be possible
to convert a large fraction of the laser energy into electron-
positron pairs at a laser intensity of &1024 W cm!2 at
approximately solid plasma density.

Relativistic electrons with Lorentz factor " moving
perpendicular to a homogeneous magnetic field B produce
pairs if "B=Bcrit is greater than or of the order of unity,
where, Bcrit ¼ 4:414% 104 GG is the magnetic equivalent
of the Schwinger field Ecrit. The cross sections for this and
other relevant processes are well known [5] and of interest

also in astrophysics [6]. Provided the electron trajectory
can be approximated classically, these rates, when com-
puted in a frame in which E% B ¼ 0, are functions of the
electric and magnetic fields only in the combination E2 þ
B2 [7,8]. Therefore, in a homogeneous electric field êE,
pair production occurs if the parameter

$ ¼ "E sin%

Ecrit
(1)

is of order unity or larger, where % is the angle between the
electric field and the electron momentum. Pair production
by the trident process in which the electric field is provided
by a high-Z nucleus and the Lorentz factor by accelerating
electrons in the laser field, has already been observed, but
the process is relatively inefficient, and the yield achieved
was 10!4 positrons for each fast electron [9–11]. Electron-
positron pairs have also been produced by colliding
46.6 GeV electrons from a linear accelerator with an op-
posing laser beam, but this produced a relatively modest
number of pairs [12].
In a strong electromagnetic wave in vacuum, the Lorentz

factor of an electron oscillates about a value roughly equal
to the strength parameter of the wave [13]

a ¼ eE#

2&mc2
¼ 8:4% 102ðI24#2

!mÞ1=2; (2)

so that $ in Eq. (1) is approximately 1:7I24#!m. This looks
promising at first sight. However, Eq. (1) assumes that
eE sin% is the component of the particle’s acceleration
perpendicular to its velocity, which is not the case in a
laser field. In reality, an electron that is picked up by a
single laser beam at initially low energy in the laboratory is
accelerated on a trajectory that severely reduces the effec-
tive value of $ below that in Eq. (1), because the electric
force is almost precisely canceled by that exerted by the
magnetic field.
This can be understood in a way that brings out the

analogy with particle accelerators. In a plane electromag-
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previous qualitative estimations [A.M. Fedotov et al., Phys. Rev. Lett. 105, 080402 (2010)] of the

formation of cascades. This sort of cascade has revealed a new property of restoration of energy and

dynamical quantum parameter due to acceleration of electrons and positrons by the field. This may

become a dominating feature of laser-matter interactions at ultrahigh intensities. Our approach incorpo-

rates radiation friction acting on individual electrons and positrons.
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I. INTRODUCTION

The dramatic progress in laser technology has enabled a
novel area of studies exploring laser-matter interactions
at ultrahigh intensity [1]. The intensity level of
2! 1022 W=cm2 has recently been achieved [2] and two
projects [3,4] aiming at intensity levels up to 1026 W=cm2

are under way. Furthermore, several proposals [5–7] have
been put forward, which reach even higher intensities. One
of the key phenomena of laser-matter interactions at ultra-
high intensities of our interest is the occurrence of QED
cascades [4,8–10]. These cascades (also called avalanches,
or showers) are caused by successive events of hard photon
emissions and electron-positron pair photoproduction by
hard photons. As predicted in Ref. [10] on the basis of
qualitative estimations, the cascades may arise as soon as
the laser field strength exceeds the threshold value of E" ¼
!ES, where ! ¼ e2=@c $ 1=137 is the fine structure con-
stant and ES ¼ m2c3=e@ ¼ 1:32! 1016 V=cm is the char-
acteristic QED field. Such a field strength corresponds to
the intensity of %1025 W=cm2.

Previously QED cascades have been observed and
studied as a part of extensive air showers (EAS) in the
context of the passage through the atmosphere [11–13] of
ultrahigh energy particles that originate from cosmic rays.
However, similar processes can be observed in the external
electromagnetic field as well. In this case bremsstrahlung
is replaced by the nonlinear Compton scattering and the
Bethe-Heitler process is replaced by the nonlinear Breit-
Wheeler process. The latter processes are well studied both
theoretically [14–19] and in laser experiments [20] and are

probably of great importance for astrophysics (see, e.g.,
[21]).
An important novel distinctive feature of the cascades in

the ultrastrong laser field, compared to situations ever
studied previously, is that the laser field is not only able
to be a target for ultrarelativistic electrons and hard pho-
tons, but can also accelerate the charged particles to ultra-
relativistic energies.
As a result, the cascades can be produced even by initially

slow electrons or positrons, if they were somehow injected
into the strong field region. Moreover, the mean energy of
the particles is no longer decreasing in the course of the
cascade development due to its redistribution among the
permanently growing number of the created particles.
Instead, the mean energy is being restored at the expense
of the energy extracted from the laser field. This must lead
to a vast increase of the cascade yield, as compared to the
cascades in media or in strong magnetic fields. In this case
the cascade multiplicity would be restricted either by the
dwell time of the particles in the focal region of the laser
field, or even (under more extreme conditions) by the total
energy stored in the laser field. In the latter case the focused
laser pulses would be depleted by cascade production.
As it will be explained in more detail below, the resto-

ration mechanism works if the particles can be accelerated
transversely to the field. Several authors [8,10] conjectured
that this may be indeed the case on the basis of qualitative
analysis for the model of uniformly rotating electric fields.
In the EAS theory, the 1D approximation is often used

because spreading in the transverse direction is inessential
for ultrarelativistic particles and has no significance for
that problem. Besides, the cascade equations can be solved
in this case analytically within the ultrarelativistic approxi-
mation by means of the Mellin transform [12,13]. The
results of such analytic theory are in good agreement
with both experiments [11,12] and Monte-Carlo simula-
tions [22]. The attempts to treat the cascades in strong
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Equation (10a) immediately follows from the fact that the
positron is initially accelerating almost along the field. Let
us note now that according to Eqs. (6) and (8) the momen-
tum of the positron in the case pð0Þ ¼ 0 constitutes the
angle with both the instant direction of the field and the x
axis exactly equal to !t=2. This is because the particle
does not follow the rotation of the field precisely due to its
inertia. As a consequence, the transverse (to the momen-
tum of the particle) component of the field increases as
E? ¼ E0 sinð!t=2Þ $ E0!t=2. Since !eðtÞ $ E?"=ES,
we arrive immediately at Eq. (10b). The similar behavior
of the energy and the parameter ! with time has been
observed in Ref. [10] for generic field configurations.

As it follows from Eq. (10b), the quantum parameter !e

becomes of the order of unity over the period of time tacc,

tacc %
@

#mc2$

ffiffiffiffiffiffiffiffiffi
mc2@!

s
: (11)

Here we have introduced a new dimensionless field inten-
sity parameter $ ¼ E=E&; E& ¼ #ES $ ES=137, which is
appropriate for the cascade problem [10]. The parameter$
is related to the commonly accepted parameter a0 by $ ¼
ð@!=#mc2Þa0. According to Ref. [10], the cascades can be
caused by initially slow particles if $ * 1.

In the course of hard photon emission, the value of the
quantum parameter !e is shared between the positron and
the emitted photon [29], !e $ !" þ !0

e. If !e * 1 then
both !" and !0

e are less than !e but are of comparable
values !0

e % !" & !e. Although propagation of the result-
ing hard photon is not affected by the field, nevertheless its
!" continues to increase after emission just due to rotation
of the field.

In order to understand better what is happening at the
successive stages of cascade development, let us return to
Eq. (8) and consider the general initial conditions. In the
case H ¼ 0 the sign of the time derivative of (1) is com-
pletely determined by the sign of the quantity (ðp )EÞ*
ðp ) _EÞ. The zones in the p0 plane where _!e is positive for a
parental positron at the moment of photon emission t ¼ t0
are shaded in Fig. 1. Since the secondary particles are
created with momenta parallel to the momentum of the
parental particle, their momenta also lie in the shaded
sector and hence the parameter ! of the recoil positron is
also growing. The same will be true for successive pair
creation processes as well. The momenta of created elec-
tron and positron also lie in the sector with _!> 0 and their
transverse (to the momentum of the parental photon) mo-
menta are both growing in magnitude being oppositely
directed.

The fact that the field repeatedly restores the values of
parameter ! of the particles which decrease at every event
of photon emission plays the key role for cascade develop-
ment. The preceding paragraph explains the restoration
mechanism for the case of a homogenous uniformly rotat-
ing electric field in detail.

Though the spatial picture of the cascade development is
very complicated (see Fig. 2), one can obtain some general
estimates in the high-field limit$ + 1 [10]. Basing on the
similarity of the probability rates (4) and (5), as well as
time dependencies of the angles between the momenta and
the field strength for all particles (positrons, electrons, and
photons), we will not distinguish between these three sorts

FIG. 1. The sign of _!eðtÞ along the particle trajectory at t ¼ t0
in different zones of the p0xp0y plane. The shaded zones corre-
spond to acceleration (increase of !e) of positrons and electrons.

FIG. 2. Spatial picture of the formation of the cascade initiated
by a positron in the homogeneous uniformly rotating electric
field (obtained by a Monte-Carlo simulation with a0 ¼ 2* 103

and @! ¼ 1 eV). Legend: Trajectories of electrons and positrons
are shown as black and gray curves, respectively. The hard
photons which have created pairs during the simulation time
are shown as the dashed lines. The trajectory of the primary
positron ignoring any QED processes is plotted as the thick light
gray curve.
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✦ the ``Schwinger limit’’ is not necessarily a sharp limit

✦ something very interesting is going to happen around 1024 - 1025 W/cm2  ... 

✦ experimental challenges : higher intensity, focussing, optics, pulse engineering, 
plasma effects in intense fields, control schemes, ...

✦ theoretical challenges : optimal pulse design, non-equilibrium effects, plasma 
effects in intense fields, ...

✦ quantum interference is significant; combining e beams with lasers, ...

✦ conceptual and computational problems: non-equilibrium QFT, back-reaction, 
cascading, cosmological and gravitational analogues, ...

✦ a new field of high-intensity laser/particle physics is forming

conclusions


