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BIG SCIENCE 
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“WHEN the Sloan Digital Sky Survey started work in 2000, 
its telescope in New Mexico collected more data in its first 
few weeks than had been amassed in the entire history of 
astronomy.”   The Economist,  Feb 25th 2010 
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SDSS III 
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http://www.sdss3.org/press/dr9.php 



The Large Synoptic Survey Telescope 

6 

A 3200  Megapix camera that will make a 10-year movie of  
half the sky in multiple wavelength bands, starting ~2022 
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BIG DATA 
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Data Data Everywhere 

“As of 2012, about 2.5 EB (exabytes) of data are created  
each day, and that number is doubling every 40 months or 
so.” 

  Harvard Business Review, October 2012 

   1 EB  = 1 000 000 000 GB 
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Data Data Everywhere 

1 byte  a single character 
 1 kilobyte  a short story 
  1 megabyte  a small novel 
   1 gigabyte  a movie (TV resolution) 
    1 terrabyte printed paper from 50,000 trees 
     1 petabyte  5 years of EOS data  
      1 exabyte  all words 

       ever spoken 

http://highscalability.com/blog/2012/9/11/how-big-is-a-petabyte-exabyte-zettabyte-or-a-yottabyte.html
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Data Data Everywhere 

Project  Expected Data Size  Period 
SDSS   100 TB   2000 – 2015   
LSST   100 000 TB   2022 – 2032 
LHC   15 000 000 TB  2010 – 2035   
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        “Imagination is everything.” 
     Albert Einstein 
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Open Data is the Future! Why? 

h  Governments will insist on it! 
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Open Data is the Future! Why? 
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Open Data is the Future! Why? 

   as of midnight April 3rd 2014  

In the age group 15 – 65 years, there are ~5.0 billion brains, 
many of whom are extremely smart. Compare this with 
the ~3,000 permanent brains at CERN and DESY, plus 
the ~10,000 visiting brains! 
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Open Data is the Future! Why? 

h  Reproducibility. If it is science, ideally, it is reproducible. 

h  Data acquired today may yield new science tomorrow. 
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Hamburg, 10 December 1979 
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Courtesy Prof. Robin Marshall 



DESY, JADE – 1979 
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DESY, JADE – 2009 
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STATISTICS IN PARTICLE PHYSICS 
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Particle Physics, Then… 
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The discovery of the electron, 1897 
J.J. Thomson  
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…and Now! 



23 



u u u d d d e 

b b b τ	


c c c s s s µ	


g g g g g g g g 

γ	
 Z 

νe 

ντ	


νµ	


Quarks Leptons 
+2/3    -1/3     -1      0      

I 

II 

III 

B
os

on
s

 F
er

m
io

ns
 

H 

t t t 

W- 



A Very Short List of Questions 

h What determines the values of particle masses? 

h Why is the Higgs boson so light? 

h Why is the <Higgs field> = 246 GeV in the vacuum? 

h What is the origin of the observed pattern of particles?  

h What is the origin of the observed particles symmetries? 

h What is the origin of particle quantum numbers? 
   :  :  : 
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B. Robson, “The Generation Model and the Origin of Mass”, 
Int. J. Mod. Phys. E18 (2009) 
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The Search for Compositeness 
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The Decade Ahead 
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The Decade Ahead 

Data 

New 
Theory 1 

New 
Theory 2 

p(Data | Theory)

SM 
me, mµ, mτ 
mu, md, ms, mc, mb, mt 
θ12, θ23, θ13, δ 
g1, g2, g3 
θQCD 
µ, λ 

Basic statistical questions: 
1.  Which theories are preferred, given the data? 
2.  And which parameter sub-spaces within these theories? 

All interesting theories are multi-parameter models 

p(Theory | Data)
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The Minimal Supersymmetric SM 



Alas Poor SUSY! I Knew Her… 
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Statistical Challenges 

h How should one incorporate previous information about a 
theory?  

h How should one design analyses to test the predictions of a 
multi-parameter theory? 

h How can one find the parameterization of a theory, such as 
the pMSSM, that best captures what can be learned about 
the theory, experimentally? 

h How should one compare one theory versus another? 
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Statistical Challenges 

The most fruitful way to think about an inference problem is 
Bayesian: 

   p(Data | Theory, Experimental) 
    to 
   p(Theory | Data) 

The most convincing way to validate an inference procedure 
is frequentist.  
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Statistical Challenges 

posterior    prior           likelihood            prior 
density 

Computational Challenges: 
h Calculating the likelihood when one has ~billion events 
h Calculating π(Exp.) (experimental uncertainties) 
h Calculating π(Theory) (theoretical uncertainties) 
h Calculating the integral  
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p(Theory | Data) = π (Theory)
p(Data) | Theory, Exp.) π (Exp.)dExp.∫

p(Data)



Statistical Challenges 
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Statistical Challenges 

Massively parallel computation using Graphics Processing 
Units 

Image courtesy of NVIDIA Corp. 
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Statistical Challenges 
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Michelle Perry 
PhD, April 2014 

Bayesian Neural 
Networks training 
on GPUs 



The future of statistics: 

  Think Bayesian! 
   Act frequentist! 
    Solve computationally! 

  “Prediction is very difficult, especially about the 
 future”  Niels Bohr   The END  
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