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THE ERA OF HIGGS-
MEASUREMENTS

• Experimental era of Higgs physics is just beginning

• Pinning down precisely the properties of the Higgs 
poses an exciting challenge for years to come

• Demand for precision measurement and 
prediction is evident

So, what is new in QCD theory?
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SOFT-VIRTUAL N3LO CROSS-



Soft-Virtual     at NNNLO
Uncharted territory in QCD - perturbation theory

�̂(z) = �̂LO(z) + ↵S �̂
NLO(z) + ↵2

S �̂
NNLO(z) + ↵3

S �̂
N3LO(z) +O(↵4

S)

z =
m2

H

ŝ
⇠ 1 �̂(z) = �SV + �(0) + (1� z)�(1) + . . .

• Inclusive Gluon - Fusion Higgs production in large top-mass 
limit at N3LO

�

✓ ✓ ✓ 

What is in the formula?

• Soft - Virtual term contains all 3-loop contributions + soft 
gluon radiation

• Threshold Expansion



?
Let’s ask 2 questions

1. What is the method

2. What is the benefit
Analytic Advancements

Phenomenological Implications



FEYNMAN DIAGRAMS
• Combining real and virtual contributions calculated with 

Feynman diagrams is the only way for analytic calculation at 
N3LO

@ NNLO ~1000 Interference diagrams



FEYNMAN DIAGRAMS
• Combining real and virtual contributions calculated with 

Feynman diagrams is the only way for analytic calculation at 
N3LO

@ N3LO:  ~100 000 Interference Diagrams

Automation is vital!



• Cutkosky’s rule to relate 
on-shell constraints to cut -propagators

REDUCING COMPLEXITY
Diagrams

Loop/Phase-
Space Integrals

• Diagram calculation produces an enormous number of 
combined phase-space & loop integrals

• Treat loop and phase-space integrals 
with equal methods: Reverse Unitarity
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REDUCING COMPLEXITY

 = C(✏, z)

NNLO - Real Virtual: 

Diagrams

Loop/Phase-
Space Integrals

• Techniques for loop integrals applicable for 
phase-space integrals

• Integration-By-Part identities to relate to a limited 
set of ‘Master Integrals’ proof powerful at N3LO
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Reduced 40 000 Integrals



REDUCING COMPLEXITY

 = C(✏, z)

NNLO - Real Virtual: 

Reduced 40 000 Integrals

N3LO - (Real Virtual)^2: 

Reduced 25 000 000 Integrals

Diagrams

Loop/Phase-
Space Integrals

• Techniques for loop integrals applicable for 
phase-space integrals

• Integration-By-Part identities to relate to a limited 
set of ‘Master Integrals’ proof powerful at N3LO
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Diagrams
• Master integrals are complicated

• Again huge jump in complexity
Loop/Phase-
Space Integrals

Master Integrals

NNLO - double Real: 

18 Master Integrals

REDUCING COMPLEXITY



Diagrams

Loop/Phase-
Space Integrals

Master Integrals

NNLO - double Real: 

18 Master Integrals

N3LO - Double Real Virtual: 

~350 Master Integrals

REDUCING COMPLEXITY

Let’s do something else first!

• Master integrals are complicated

• Again huge jump in complexity



Diagrams
THRESHOLD EXPANSION

Loop/Phase-
Space Integrals

Threshold Expansion

Master Integrals

• Systematic expansion of matrix elements 
in an automated way 
(Expansion by Regions)

z =
m2

H

ŝ
⇠ 1

• Expand around production 
threshold of the Higgs boson

p1

p2

H

� = 1� z



GG-LUMINOSITY

F. Herzog

� =
XZ

dz

z
L12(⌧/z)�̂(z)



Diagrams
THRESHOLD EXPANSION

Loop/Phase-
Space Integrals

Threshold Expansion

Master Integrals

Phase-Space Integrals:

• Re-parametrise outgoing momenta

• Taylor expand the integrand
pf ! �pf



Diagrams
THRESHOLD EXPANSION

Loop/Phase-
Space Integrals

Threshold Expansion

Master Integrals

Loop-Integrals

• Loop momentum is 
not fixed

• Follow the method of 
expansion by regions

Z
ddk

(2⇡)d

Soft Coll 1 Coll 2 Hard
k ! �k k ! k||p1 k ! k||p2 k

• Parametrise and expand systematically in 
every region

• Sum of regions yields the full result



• Systematic expansion for loop and phase-space integrals

• Key-feature: Integration-By-Part identities can be used after 
expansion to relate to master integrals.

• Sub-leading terms via the same method

• Reduced number of master integrals

• The same master integrals appear in every order in 

THRESHOLD EXPANSION

�



MASTER INTEGRALSleading-order cross sections for H plus five partons. More details about the construction of

the amplitude in this limit will be given in Section 7. Here it suffices to say that we have

computed the squared amplitude and we have checked that in the limit where we only keep

the first two terms in the threshold expansion, all the phase space integrals can be reduced

to linear combinations of the following ten soft master integrals,
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We have normalized all the integrals to the soft phase space volume for H+3g defined

in eq. (3.16). In the remainder of this section we give the dimensional recurrence relations

satisfied by the master integrals and present the analytic results for each master integral

as a Laurent expansion in the dimensional regulator ε. Technical details about how to

compute the master integrals analytically will be given in Section 8.

6.2 Dimensional recurrence relations

Using the technique described in Section 4, we can derive dimensional recurrence relations

for all the master integrals defined in the previous section. The knowledge of these recur-

rence relations provides us with a strong check on our results. In addition, it turns out

that the master integral F9(D) is easier to compute in D = 6− 2ε dimensions, where it is

finite, and the dimensional recurrence relations allow us to relate the six-dimensional and

four-dimensional results in an easy way.

The recurrence relation for the soft phase space volume is trivial to obtain from the

recurrence relation for the Γ function,

ΦS
4 (D + 2) =

(D − 4)(D − 3)(D − 2)3

72(D − 1)(3D − 5)(3D − 4)(3D − 2)(3D − 1)

Γ(D − 4)

64π3Γ(D − 1)
ΦS
4 (D) . (6.11)

As we have defined all our master integrals relative to the phase space volume ΦS
4 , we can

simplify their recurrence relations by factoring out the above result. We therefore define

the ratio

R =
ND

3

ND+2
3

ΦS
4 (D + 2)

ΦS
4 (D)

=
(D − 4)(D − 3)(D − 2)3

72(D − 1)(3D − 5)(3D − 4)(3D − 2)(3D − 1)
, (6.12)

where N was defined in eq. (4.4). We give the results for the remaining master integrals
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B4,1 B5,1 B5,2

B6,1 B6,2 B8,1

C6,1 C8,1

Figure 2: Three-loop two-point and factorizable three-point integrals.

remaining pieces of the latter two integrals were subsequently obtained in [41]. In [40], it

was pointed out that for each of these three integrals one can find an integral from the same

topology with an irreducible scalar product, which has homogeneous transcendentality.
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master integrals. We would like to remark that such expansions can also be performed at

the integrand of loop-amplitudes before any reduction to master integrals has taken place.

Combined with the method of reverse-unitarity [9] we have a powerful algebraic technique

for the simultaneous threshold expansion of integrals over loop and external momenta.

4.2 Reverse unitarity and differential equations

In this section we evaluate the real-virtual squared cross-sections using the reverse-unitarity

approach [12–15]. Reverse unitarity establishes a duality between phase-space integrals and

loop integrals. Specifically, on-shell and other phase-space constraints are dual to “cut”

propagators

δ+(q
2) →

[
1

q2

]

c

=
1

2πi
Disc

1

q2
=

1

2πi

[
1

q2 + i0
− 1

q2 − i0

]

. (4.17)

A cut-propagator can be differentiated similarly to an ordinary propagator with respect to

its momenta. It is therefore possible to derive integration-by-parts (IBP) identities [55, 56]

for phase-space integrals in the same way as for loop integrals. The only difference is an

additional simplifying constraint that a cut-propagator raised to a negative power vanishes:
[
1

q2

]−ν

c

= 0, ν ≥ 0 . (4.18)

In this approach, we are not obliged to perform a strictly sequential evaluation of the loop

integrals in the amplitude followed by the nested phase-space integrals. Rather, we combine

the two types of integrals into a single multiloop-like type of integration by introducing cut-

propagators and then derive and solve IBP identities for the combined integrals. We solve

the large system of IBP identities which are relevant for our calculation with the Gauss

elimination algorithm of Laporta [47]. We have made an independent implementation of

the algorithm in C++ using also the GiNaC library [57]. In comparison to AIR [48],

which is a second reduction program used in this work, the C++ implementation is faster

and more powerful, storing all identities in virtual memory rather than in the file system.

All integrals that appear in the real-virtual squared cross section are reduced to linear

combinations of 19 master integrals, which we choose as follows:

M1 =

1

2

2

1

=

∫

dΦ2 Bub(s23) Bub
∗(s13). (4.19)

M2 =
1

2

1

2

=

∫

dΦ2 Bub(s12) Bub
∗(s12). (4.20)

M3 =

1

2

1

2

=

∫

dΦ2 Bub(s13) Bub
∗(s12). (4.21)
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1

s23
. (4.37)

Single solid lines represent scalar massless propagators. The phase-space integration

is represented by the dashed line and the cut-propagators are the lines cut by the dashed

line. The cut propagator of the Higgs boson is depicted by the double-line. Every master

integral has a one-loop integral on the left- and a complex-conjugated one-loop integral

on the right-hand side of the cut. In each side of the cut, we find scalar bubble, box or

triangle integrals, where the latter is defined by

Tri(s12) =

∫
dDk

i(π)D/2

1

k2(k + q1)2(k + q1 + q2)2
,

Tri(p21, p
2
2) =

∫
dDk

i(π)D/2

1

k2(k + p1)2(k + p1 + p2)2
,

(4.38)
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FIG. 6: Master integrals encountered in the computation. Eikonal approximations are
taken on the directions p1 and p2.

diagrams in Fig. 4. After the evaluation of color factor and kinematical factor, the resulting
loop integrals are reduced to three master integrals in Fig. 6. To that end, we use the tech-
niques of Integration-By-Parts (IBP) [55, 56], implemented in the MATHEMATICA package
FIRE [57] using the Laporta algorithm [58]. The reduction to master integrals has also been
cross checked using a different MATHEMATICA package LiteRed [59]. The results after
the IBP reduction procedure can be written as

S(2)
12 (q) = g4s

p1 · p2
(q · p1)(q · p2)

×

{

CANf

[

2(−7 + 2D)(12− 6D +D2)

(−6 +D)(−3 +D)(−2 +D)(−1 +D)
I1

−
6(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]

+ CANs

[

−
(−7 + 2D)(−4− 4D +D2)

2(−6 +D)(−2 +D)(−1 +D)
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+
3(−4 +D)2

(−6 +D)(−2 +D)(−1 +D)
I2

]

+ C2
A
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+
8

3
I3

−
(2(−156 +D(72 +D(11 + (−9 +D)D)))− 3(−4 +D)3Ds)

(−6 +D)(−4 +D)(−2 +D)(−1 +D)
I2

+

(

(−7 + 2D)(504− 1308D + 874D2 − 213D3 + 17D4)

3(−6 +D)(−4 +D)(−3 +D)(−2 +D)(−1 +D)

−
(−7 + 2D)(−4− 4D +D2)Ds

2(−6 +D)(−2 +D)(−1 +D)

)

I1

]}

, (6)

The parameter Ds selects the particular variant of dimensional regularization. For Ds =
4 − 2ε the scheme is the conventional dimensional regularization scheme, while for Ds = 4
it is the four-dimensional helicity scheme (FDH) [60, 61].
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because the virtual integral is scaleless for a soft loop momentum. In addition, we have

the following relations:

M2 = M7[p1 ↔ p2; p3 ↔ p4][k → −k − p3] ,

M4 = M8[k → k + p3] ,

M6 = M16[p1 ↔ p2][k → k + p3]

= M18[p3 ↔ p4][k → −k − p3] ,

M12 = M13[p1 ↔ p2; p3 ↔ p4][k → −k]

= M25[p3 ↔ p4][k → k − p3] ,

M15 = M20[p1 ↔ p2][k → −k − p4] ,

M19 = M21[p1 ↔ p2; p3 ↔ p4][k → −k] ,

M23 = M30[p3 ↔ p4][k → k − p3 + p4] .

(6.2)

This leaves us with the following 10 master integrals to compute:

M1 =
1

1

2
2

=

∫

dΦS
3 Box1m,S1(s23, s13,m

2
H) ,

M2 =

1

2
2

1
=

∫

dΦS
3 Tri3m,S(s13, s24,m

2
H) ,

M4 =

11

22

=

∫

dΦS
3 Bub(s34) ,

M6 =

11

22

=

∫

dΦS
3

s13
Box1m,S2(s34, s24, s23 + s24) ,

M10 =
1

1

2
2

=

∫

dΦS
3 Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

M12 =

1

2

2

1

=

∫

dΦS
3

s23
Box2mh,S(s13, s23 + s24, s24,m

2
H) ,
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M14 =

11

22

=

∫

dΦS
3

s13 s24
Bub(s34) ,

M15 =

1

2
2

1 =

∫

dΦS
3

s34
Tri3m,S(s13, s24,m

2
H) ,

M19 =

1

2
2

1
=

∫

dΦS
3

s13 s34
Box2mh,S(s24, s13 + s14, s13,m

2
H) ,

M23 =

1

2

1

2

=

∫

dΦS
3

s13 s24 s34
Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

The double line denotes the Higgs boson, and the dashed line represents the phase-

space cut. All other internal uncut lines are scalar propagators. Note that, by construction,

the loop momentum is always soft, and so we work in the eikonal approximation. The soft

phase-space measure is given by [?]

dΦS
3 =

1

2π
δ+(p

2
12 − 2p12 · p34)

dDp3
(2π)D−1

dDp4
(2π)D−1

δ+(p
2
3)δ+(p

2
4) . (6.3)

! CD: check normalisation.

Note that we work with the rescaled momenta pi, defined by [?]

qi = z̄ pi . (6.4)

The virtual one-loop integral appearing inside the master integrals are defined as follows:

We know that the soft virtual term of the RRV cross section can only receive contributions

from the tree-level and one-loop soft-currents for the emission of two soft gluons, where

the soft limit is defined by the scaling (6.4). The one-loop correction to the soft-current

only receives contributions from eikonal virtual gluons, which correspond to the soft region

of the loop momentum, k ∼ z̄. The loop-integration measure then scales like dDk ∼ z̄−2ε.

Hence, the virtual integrals correspond to the leading term of region with scaling z̄−2ε. We

use the code [?, ?] to identify regions in Feynman parameter space corresponding to the

scaling (6.4), and we only keep the leading term of the region with overall scaling z̄−2ε. In

all cases, the result is a parametric integral the is trivial to perform. In the following we

summarise the virtual integral that enter our master integrals. We only present the result

– 20 –

M14 =

11

22

=

∫

dΦS
3

s13 s24
Bub(s34) ,

M15 =

1

2
2

1 =

∫

dΦS
3

s34
Tri3m,S(s13, s24,m

2
H) ,

M19 =

1

2
2

1
=

∫

dΦS
3

s13 s34
Box2mh,S(s24, s13 + s14, s13,m

2
H) ,

M23 =

1

2

1

2

=

∫

dΦS
3

s13 s24 s34
Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

The double line denotes the Higgs boson, and the dashed line represents the phase-

space cut. All other internal uncut lines are scalar propagators. Note that, by construction,

the loop momentum is always soft, and so we work in the eikonal approximation. The soft

phase-space measure is given by [?]

dΦS
3 =

1

2π
δ+(p

2
12 − 2p12 · p34)

dDp3
(2π)D−1

dDp4
(2π)D−1

δ+(p
2
3)δ+(p

2
4) . (6.3)

! CD: check normalisation.

Note that we work with the rescaled momenta pi, defined by [?]

qi = z̄ pi . (6.4)

The virtual one-loop integral appearing inside the master integrals are defined as follows:

We know that the soft virtual term of the RRV cross section can only receive contributions

from the tree-level and one-loop soft-currents for the emission of two soft gluons, where

the soft limit is defined by the scaling (6.4). The one-loop correction to the soft-current

only receives contributions from eikonal virtual gluons, which correspond to the soft region

of the loop momentum, k ∼ z̄. The loop-integration measure then scales like dDk ∼ z̄−2ε.

Hence, the virtual integrals correspond to the leading term of region with scaling z̄−2ε. We

use the code [?, ?] to identify regions in Feynman parameter space corresponding to the

scaling (6.4), and we only keep the leading term of the region with overall scaling z̄−2ε. In

all cases, the result is a parametric integral the is trivial to perform. In the following we

summarise the virtual integral that enter our master integrals. We only present the result

– 20 –

M14 =

11

22

=

∫

dΦS
3

s13 s24
Bub(s34) ,

M15 =

1

2
2

1 =

∫

dΦS
3

s34
Tri3m,S(s13, s24,m

2
H) ,

M19 =

1

2
2

1
=

∫

dΦS
3

s13 s34
Box2mh,S(s24, s13 + s14, s13,m

2
H) ,

M23 =

1

2

1

2

=

∫

dΦS
3

s13 s24 s34
Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

The double line denotes the Higgs boson, and the dashed line represents the phase-

space cut. All other internal uncut lines are scalar propagators. Note that, by construction,

the loop momentum is always soft, and so we work in the eikonal approximation. The soft

phase-space measure is given by [?]

dΦS
3 =

1

2π
δ+(p

2
12 − 2p12 · p34)

dDp3
(2π)D−1

dDp4
(2π)D−1

δ+(p
2
3)δ+(p

2
4) . (6.3)

! CD: check normalisation.

Note that we work with the rescaled momenta pi, defined by [?]

qi = z̄ pi . (6.4)

The virtual one-loop integral appearing inside the master integrals are defined as follows:

We know that the soft virtual term of the RRV cross section can only receive contributions

from the tree-level and one-loop soft-currents for the emission of two soft gluons, where

the soft limit is defined by the scaling (6.4). The one-loop correction to the soft-current

only receives contributions from eikonal virtual gluons, which correspond to the soft region

of the loop momentum, k ∼ z̄. The loop-integration measure then scales like dDk ∼ z̄−2ε.

Hence, the virtual integrals correspond to the leading term of region with scaling z̄−2ε. We

use the code [?, ?] to identify regions in Feynman parameter space corresponding to the

scaling (6.4), and we only keep the leading term of the region with overall scaling z̄−2ε. In

all cases, the result is a parametric integral the is trivial to perform. In the following we

summarise the virtual integral that enter our master integrals. We only present the result

– 20 –

M14 =

11

22

=

∫

dΦS
3

s13 s24
Bub(s34) ,

M15 =

1

2
2

1 =

∫

dΦS
3

s34
Tri3m,S(s13, s24,m

2
H) ,

M19 =

1

2
2

1
=

∫

dΦS
3

s13 s34
Box2mh,S(s24, s13 + s14, s13,m

2
H) ,

M23 =

1

2

1

2

=

∫

dΦS
3

s13 s24 s34
Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

The double line denotes the Higgs boson, and the dashed line represents the phase-

space cut. All other internal uncut lines are scalar propagators. Note that, by construction,

the loop momentum is always soft, and so we work in the eikonal approximation. The soft

phase-space measure is given by [?]

dΦS
3 =

1

2π
δ+(p

2
12 − 2p12 · p34)

dDp3
(2π)D−1

dDp4
(2π)D−1

δ+(p
2
3)δ+(p

2
4) . (6.3)

! CD: check normalisation.

Note that we work with the rescaled momenta pi, defined by [?]

qi = z̄ pi . (6.4)

The virtual one-loop integral appearing inside the master integrals are defined as follows:

We know that the soft virtual term of the RRV cross section can only receive contributions

from the tree-level and one-loop soft-currents for the emission of two soft gluons, where

the soft limit is defined by the scaling (6.4). The one-loop correction to the soft-current

only receives contributions from eikonal virtual gluons, which correspond to the soft region

of the loop momentum, k ∼ z̄. The loop-integration measure then scales like dDk ∼ z̄−2ε.

Hence, the virtual integrals correspond to the leading term of region with scaling z̄−2ε. We

use the code [?, ?] to identify regions in Feynman parameter space corresponding to the

scaling (6.4), and we only keep the leading term of the region with overall scaling z̄−2ε. In

all cases, the result is a parametric integral the is trivial to perform. In the following we

summarise the virtual integral that enter our master integrals. We only present the result

– 20 –

because the virtual integral is scaleless for a soft loop momentum. In addition, we have

the following relations:

M2 = M7[p1 ↔ p2; p3 ↔ p4][k → −k − p3] ,

M4 = M8[k → k + p3] ,

M6 = M16[p1 ↔ p2][k → k + p3]

= M18[p3 ↔ p4][k → −k − p3] ,

M12 = M13[p1 ↔ p2; p3 ↔ p4][k → −k]

= M25[p3 ↔ p4][k → k − p3] ,

M15 = M20[p1 ↔ p2][k → −k − p4] ,

M19 = M21[p1 ↔ p2; p3 ↔ p4][k → −k] ,

M23 = M30[p3 ↔ p4][k → k − p3 + p4] .

(6.2)

This leaves us with the following 10 master integrals to compute:

M1 =
1

1

2
2

=

∫

dΦS
3 Box1m,S1(s23, s13,m

2
H) ,

M2 =

1

2
2

1
=

∫

dΦS
3 Tri3m,S(s13, s24,m

2
H) ,

M4 =

11

22

=

∫

dΦS
3 Bub(s34) ,

M6 =

11

22

=

∫

dΦS
3

s13
Box1m,S2(s34, s24, s23 + s24) ,

M10 =
1

1

2
2

=

∫

dΦS
3 Box2me,S(s23 + s24, s13 + s14, s34,m

2
H) ,

M12 =

1

2

2

1

=

∫

dΦS
3

s23
Box2mh,S(s13, s23 + s24, s24,m

2
H) ,
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leading-order cross sections for H plus five partons. More details about the construction of

the amplitude in this limit will be given in Section 7. Here it suffices to say that we have

computed the squared amplitude and we have checked that in the limit where we only keep

the first two terms in the threshold expansion, all the phase space integrals can be reduced

to linear combinations of the following ten soft master integrals,

1
2

1
2

=

∫
dΦS

4 = ΦS
4 (ε) , (6.1)

1

2

1
2

=

∫
dΦS

4

(s13 + s15)s34
= ΦS

4 (ε)F2(ε) , (6.2)

2

1

2

1

=

∫
dΦS

4

s14s23s34
= ΦS

4 (ε)F3(ε) , (6.3)
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2
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2

=
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dΦS

4
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= ΦS
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2
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2

1
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dΦS

4

(s14 + s15)s23s345
= ΦS

4 (ε)F5(ε) , (6.5)

1

21
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4

(s13 + s14)(s14 + s15)s23s34
= ΦS
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1

2 2

1

=

∫
dΦS

4

s15s24s34s35
= ΦS
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2
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2

=

∫
dΦS

4

(s13 + s15)(s23 + s24)s34s35
= ΦS

4 (ε)F8(ε) , (6.8)

1

2

1
2

=

∫
dΦS

4

s15(s14 + s15)s23s34s345
= ΦS

4 (ε)F9(ε) , (6.9)
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and taking residues, result in multi-fold harmonic sums. While we were able to perform all

the harmonic sums in terms of zeta values for all MB integrals up to O(ε0), at O(ε) new

polygamma functions appear in the integrand which make the combinatorics of the sums

rather intricate. We therefore chose a different method to evaluate the integral F9, which

we describe in the rest of this section.

We start by noting that the F9 is finite in D = 6 dimensions. This can easily be

checked by replacing ε by ε− 1 in the MB representations (8.65) and (8.66) and resolving

singularities. Our goal is to find a parametric integral representation for F9 in D = 6− 2ε

dimensions and to expand under the integration and perform the parametric integrations

recursively. The result in D = 6 − 2ε can then be related to the (divergent) result in

D = 4− 2ε using the dimensional recurrence relation for F9 of section 6.

It is easy to derive a parametric representation for F9 using the technique described

in appendix C. We find

F9(D = 6− 2ε) =
Γ(12− 6ε)Γ(3− 3ε)Γ(1− ε)

Γ(5− 6ε)Γ(2− ε)4

[
I9,1(ε) + I9,2(ε)

]
, (8.67)

with

I9,1(ε) = −
∫ ∞

0
dt1 dt2

∫ 1

0
dx1 dx2 dx3 t

2−4ε
1 (1 + t1)

ε−1 t1−2ε
2

× x−ε
1 (1− x1)

2−4ε x1−3ε
2 (1− x2)

−ε x−ε
3 (1 + t2x3)

1−3ε (1 + t2x2x3)
ε

×
(
t1t

2
2x1x2x3 + t22x2x3 + t1t2x1x2 + t1t2x3 + t2x2x3 + t2 + t1 + 1

)3ε−3
,

(8.68)

I9,2(ε) =
∫ ∞

0
dt1 dt2

∫ 1

0
dx1 dx2 dx3 t

2−4ε
1 (1 + t1)

ε−1 t1−2ε
2

× x1−ε
1 (1− x1)

2−4ε x1−3ε
2 (1− x2)

−ε x−ε
3 (1 + t2x3)

1−3ε (1 + t2x2x3)
ε

×
(
t1t

2
2x1x2x3 + t22x1x2x3 + t2x1 + t1t2x1x2 + t1t2x3 + t2x1x2x3 + t1 + x1

)3ε−3
,

(8.69)

Several comments are in order about the parametric integrals we just defined. First, one

can easily check that both I9,1 and I9,2 are individually finite as ε → 0. Second, at first

glance our goal to integrate out the integration variables one-by-one seems rather hopeless

due to the appearance of the huge polynomial factor. However, as we will see shortly,

there is a sufficient condition that allows one to test whether a parametric integral can

be performed in terms of multiple polylogarithms, and this criterion is fulfilled for the

integrands of I9,1 and I9,2. We very briefly summarize this criterion in the following, and

we refer to ref. [100] or to appendix D for more details. In order to understand the criterion,

it is important to first understand multiple polylogarithms and their integration.

Multiple polylogarithms are generalizations of the ordinary logarithm and the classical

polylogarithms,

ln z =

∫ z

1

dt

t
and Lin(z) =

∫ z

0

dt

t
Lin−1(t) , (8.70)
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MASTER INTEGRALS



MASTER INTEGRALS
• One of the key 

challenges

• We apply a large variety 
of the most modern 
methods in integral-
calculation

• We even use methods from number theory

• Sometimes even this is not enough - Challenge to develop 
new technology 



?
Let’s ask 2 questions

1. What is the method

2. What is the benefit
✓ Analytic Advancements

Phenomenological Implications
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CAVEAT
• Soft-virtual term is ambiguous 
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CONVERGENCE @ NNLO

-1 0 1 2 3 4 5 6 7 8 9 10
Truncation Order

-25

-20

-15

-10

-5

0

5

10

15

%

g=z
-1

g=1
g=z

g=z
2

NNLO

Sub-leading terms
will cure the problem

Stay tuned



CONCLUSION/OUTLOOK
• We broke the N3LO barrier

• We presented the Soft-Virtual Term at N3LO
A classical result in perturbative QCD

• Further terms in the threshold expansion are essential for 
phenomenology

• Full kinematic cross-section at N3LO 
for the Higgs boson and more





SOFT-VIRTUAL CROSS-SECTION
7 TeV 8 TeV 13 TeV 14 TeV 100 TeV

0.1 0.2 0.3 0.4 0.5 0.7 1 1.5 2 3 4

!50

!40

!30

!20

!10

0

10

20

µ
mh

δ
σ
N
3
L
O

σ
N
N
L
O

[%
]



THRESHOLD LOGARITHMS



GG - FUSION

• QCD dominates

• K-Factor is large

• Large corrections at NNLO

• gg-initial-state largest



SOFT-VIRTUAL -CHECKS

How can we be sure we got it right?

• We canceled 6 non-trivial IR / UV poles!

• Plus - distributions agree with prediction by Moch/Vogt/Vermaseren

• Multiple independent calculations of every step
(internally and for some contributions also by other groups)


